
Lecture Notes in Computer Science 6121
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Germany

Madhu Sudan
Microsoft Research, Cambridge, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbruecken, Germany



Lachlan M. MacKinnon (Ed.)

Data Security
and Security Data

27th British National Conference on Databases, BNCOD 27
Dundee, UK, June 29 – July 1, 2010
Revised Selected Papers

13



Volume Editor

Lachlan M. MacKinnon
University of Greenwich
School of Computing and Mathematical Sciences
Old Royal Naval College
Park Row
Greenwich
London SE10 9LS, UK
E-mail: lachlan@ieee.org

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-642-25703-2 e-ISBN 978-3-642-25704-9
DOI 10.1007/978-3-642-25704-9
Springer Heidelberg Dordrecht London New York

Library of Congress Control Number: 2011943214

CR Subject Classification (1998): H.4, H.3, H.2, H.2.7-8, K.6.5, I.2.4, I.2.6

LNCS Sublibrary: SL 3 – Information Systems and Application, incl. Internet/Web
and HCI

© Springer-Verlag Berlin Heidelberg 2012

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.
The use of general descriptive names, registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant protective laws
and regulations and therefore free for general use.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

The BNCOD 2010 Conference was held at the University of Abertay Dundee
during June 28–30, 2010. The conference theme was “Data Security—Security
Data,” and, as well as the usual broad range of papers we would expect at
BNCOD, authors were encouraged to submit papers addressing, or at least con-
sidering, the conference theme.

Whether this had an influence above and beyond that expected is difficult to
tell, but the conference did receive a very large number of non-standard submis-
sions and enquiries, predominantly from authors in Asia. Considerable effort was
required on the part of the conference organizers to address all of these inputs,
and to attempt to determine genuine inputs from those that were mischievous,
sought funding for attendance or even paper production, or saw conference pro-
ceedings as some form of vanity publishing.

Although we were eventually able to cut these papers down to a manageable
number, we reviewed 42 (mostly through the EasyChair system, which was a
boon in producing these proceedings) and accepted 10 full papers and 6 short
papers, we were not convinced we had trapped all the problem cases and so
changed the publication model to a post-conference one. This proved to be the
right decision, as we had a further three no-shows at the conference itself, where
the authors advised us at the last minute of their non-attendance for various rea-
sons, but we were aware that they would have required visas for attendance and
they had not approached us for letters of support. On that basis, those papers
were also withdrawn from the proceedings, so we can say with complete confi-
dence that all the papers contained within these proceedings were presented by
one or more of their authors in their prescribed slot in the conference programme
in Dundee.

Unfortunately, it does now seem to be necessary to take this approach to
maintain the viability of the conference as an academic research event in our
discipline. While we would not wish to penalize genuine research authors from
any part of the world who wish to engage in dialogue with the community
and present and share their work, we do need to discourage those who see the
conference fee as a price to pay for a publication, with no intention of attendance
or engagement.

Moving away from the problems of identifying genuine authors, once we had
done so we had a varied and interesting set of full and short papers, combined
with good keynotes and a varied social programme. As in previous years, the con-
ference was preceded by the “Teaching, Learning & Assessment in Databases”
workshop, aimed at those researching and reporting novel and high-quality ped-
agogic activities in the database curriculum, and the Best Paper from that work-
shop appears later in these proceedings. The conference was also preceded by a
PhD Doctoral Consortium, where PhD students at various stages of their studies
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in a wide variety of data and information systems topics presented short papers
on their work. The two Best Papers from that forum also appear at the end of
these proceedings.

The conference proper kicked off with a keynote address from Ken Barker of
the University of Calgary on the theme of “Valuing Data Privacy While Exposing
Data Utility.” Ken was provocative, as ever, in proposing that privacy, and more
recently data privacy, is more of a desired than achievable goal, and for many
users there would be a willingness to trade some measure of data privacy for a
value in economic or service terms.

A varied and enjoyable set of conference presentations followed, as can be
seen from the contents of these proceedings. The final keynote panel debated
the future of the BNCOD conference itself, considering various models in which
the database community, particularly in the UK, might become more engaged
with the conference, and whether a workshop and symposium model or other
forms of model might work more effectively. There was a lively debate and a
commitment on the part of the organizers to think about this further for the
upcoming conferences in 2011 and 2012.

The conference closed with a short presentation from Alvaro Fernandes, en-
couraging delegates to attend BNCOD 2011 in Manchester.

Despite the problems in determining genuine submissions, and the failure of
some delegates to attend, BNCOD 2010 was a successful and enjoyable event,
and I would wish to record my thanks to the conference team, in particular Petra
Leimich and Les Ball, for their hard work in making it so.

July 2010 Lachlan MacKinnon
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Issues of Flash-Aware Buffer Management for Database Systems . . . . . . . 127
Yi Ou and Theo Härder

A Quality Framework for Data Integration . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Jianing Wang

TLAD Best Paper

Uses of Peer Assessment in Database Teaching and Learning . . . . . . . . . . 135
James Paterson, John N. Wilson, and Petra Leimich

PhD Forum Best Papers

Uncertainty in Sequential Pattern Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
Muhammad Muzammal and Rajeev Raman

A Data Integration Methodology and Architecture with Quality
Assessment Functionality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

Jianing Wang

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155



“Valuing” Privacy While Exposing Data Utility

Ken Barker�

Advanced Database Systems and Applications Laboratory,
University of Calgary, Canada

kbarker@ucalgary.ca

Protecting data privacy is an area of increasing concern as the general public has become
increasingly impacted by its inability to guarantee that those things we wish to hold
private remain private. The concept of privacy is found in the earliest writing of mankind
and continues today to be a very high value in modern society. Unfortunately, challenges
to privacy have always existed and at times, these challenges have become so strong
that any real sense of personal privacy was assumed to unattainable. This occurred in
the middle-ages when communal living was normative, at least among the poor, so
it was necessary to accept this as a simple matter of fact. This does not mean that
privacy was not valued at the time, simply that it was assumed to be unachievable so
the absence of it was accepted. A poll in a recent undergraduate/graduate class at the
University of Calgary revealed that over half of the students felt that there was no way
to protect their privacy in online systems. It was not that they did not value their privacy
but simply felt, much like those in the middle-ages, there was nothing they could do
about it. In addition, about half of the students felt that there was value in their private
information and felt that they would consider trading it for an economic return under
certain conditions that varied widely from individual to individual.

Westin has polled users for nearly two decades and his finding reveal three basic
types of privacy conscious people [2]. First, privacy fundamentalists are cautious about
private information and are extremely careful about how it is released and managed (ap-
proximately 25%). The second category are pragmatics who are willing to make trade-
offs between the value for the service provided and the amount of privacy sacrificed for
that service (approximately 57%). The third category are those who are unconcerned
about their private information and represent approximately 18% of those surveyed in
the 1991 survey and these remained relatively unchanged when the surveys were run
at the end of the 1990s. These findings are relatively consistent with similar surveys
undertaken in 2003.

Clearly some people are either naı̈ve or unconcerned about their privacy and are will-
ing to release such information without personal benefit, but this is a minority. Nearly
25% place a very high value on their private information while 59% are clearly prag-
matic and are willing to trade privacy for a returned value. An interesting research
opportunity presents itself if we can find a way to “value” privacy in such a way that
the provider can receive a return for giving their private information to a collector. Sub-
sequently, the collector can receive a value for the collected data either in terms of its

� This research is partially support by NSERC Discovery Grant RGP-O10556.

L.M. MacKinnon (Ed.): BNCOD 2010, LNCS 6121, pp. 1–2, 2012.
c© Springer-Verlag Berlin Heidelberg 2012



2 K. Barker

utility within its own organization or by ”re-selling” it in conformance with the criteria
specified at the point of collection.

Realizing such a system has several challenges, some of which are the subject of on-
going research but many of which are only beginning to be considered. First, a model
capable of valuing data’s privacy features can only exist if the characteristics of that
privacy are well understood. Our group has produced one such definition [1] but a more
restrictive one might be more readily implemented. However, the privacy definition se-
lected must allow the data provider to express how the data is valued in a fairly complete
way or those in the privacy fundamentalist category will be reluctant to participate. This
must be traded-off against the need to specify privacy in a straight-forward way. A study
undertaken in 2007 to assess a user’s willingness to provide private data in a survey re-
vealed that by allowing the user to select the level of specificity in their responses; more
accurate responses and an increased perception of comfort about the survey resulted [3].

Secondly, a suitable model to value the data must be developed. Several alternatives
suggest themselves ranging from a simple static Nashian economic model to a game
theoretic scenario where the value proposition is negotiated in a more dynamic way.
The former alternative is likely to be more readily understood by naı̈ve users who will
be asked to participate but the latter alternative is more likely to allow for individualistic
provider preferences. If the privacy model is relatively complete it will be easier to
articulate a meaningful value for a piece of data. For example, if the provider is willing
to share specific µ-data, a greater value should be returned than if the user is only willing
to provide the same data categorically. Similarly if the collector, based on the provider’s
preferences, is only allowed to re-sell the data in an aggregated way, it will have lesser
“value” so the provider cannot expect to realize the same return.

There are many open questions beyond a privacy definition and the selection of an
appropriate economic model. Questions include integrating privacy into all aspects of
systems that can see private data, providing appropriate ways to allow providers to spec-
ify their preferences, resolving conflicts between the collectors and providers, managing
diverse provider preferences, and allowing for dynamics such as providers who change
their mind. These techniques, once developed, would then have to be tailored to various
environments including online provision of services, data collected for retail loyalty
programs, B2B data exchange, etc. Clearly this is a rich area for future research and the
results arising will have wide applicability that will impact on a real need for all online
users.

References
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Abstract. The British National Conference on Databases (bncod), now

in its 27th edition, has covered a broad range of database research topics:
from the purely theoretical, to more application-oriented subjects. It has
proved to be a forum for intellectual debate, and has fostered a sense of
community amongst British and overseas database researchers.

Databases have been incredibly successful with most businesses rely-
ing on them. However, there are still plenty of challenges that remain to
be solved. This paper reflects back on the successes of the bncod series,
and identifies the challenges that remain, thus showing the continuing
importance of the bncod conference series.

1 Introduction

Databases and information systems have long been, and continue to be, an active
area of research in the UK and the British National Conference on Databases
(bncod) has played an important part of the intellectual debate amongst British
researchers. bncod has also provided a forum for overseas researchers, with many
participating to the proceedings over the years. In 2008, bncod celebrated its

25th edition with a Colloquium on Advances in Database Research [6], which
provided the community a chance to look back on past successes.

The results of database research have been widely taken up, with databases
forming the cornerstone of virtually all applications upon which businesses rely.
For example, eCommerce web sites are driven by databases from which the
pages are generated, and customer and stock details stored. Also in science,
data values are read and stored in databases for community access, e.g. Sloan
Digital Sky Survey1, UniProt2. With this success, some may feel that databases
are a problem which has been solved.

This paper, which captures part of the panel session at bncod-27, identifies
key challenges that face the bncod community. Section 2 provides a brief history
of bncod and the subjects that have been covered. We then identify several open
research challenges in Section 3 and present our conclusions in Section 4.

1 http://www.sdss.org/ accessed July 2010.
2 http://www.uniprot.org/ accessed July 2010.

L.M. MacKinnon (Ed.): BNCOD 2010, LNCS 6121, pp. 3–6, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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Fig. 1. A topic cloud formed from the bncod conference session headings 1990 – 2009

2 BNCOD Past

The first bncod was held in 1981 and set out the following aim for the conference
series:

“The bncod series is meant to focus primarily on British research work,
although overseas papers are welcome. . . . Its objective is to encourage
database research in Britain by bringing together the researchers and
other interested parties.” [3]

bncod has fostered a strong sense of community amongst British database re-
searchers, and provided a vital training ground for PhD students: offering a PhD
forum and a friendly environment in which to present a first conference paper.
It has also proved to be successful at attracting publications from researchers
worldwide.

In recent years there has been a decline in the bncod community, although
this does not match the situation worldwide where “[T]he database research
community has doubled in size over the last decade” [1]. The British database
research community has diversified into a variety of related research fields which
provide their own specialised forums to present and discuss ideas, e.g. bioin-
formatics with the dils conference [8], eScience and Grid computing with the
eScience conference [4], and the Semantic Web with ESWC [2]. However, the
topics of research remain largely database oriented, with the new fields providing
motivation and application scenarios for the work.

bncod has covered the entire spectrum of database research. Figure 1 presents
a topic cloud of the session headings at bncod between 1990 and 2009. As will
be shown in the next section, many of these topics remain challenges for the
database community.
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3 Research Challenges

The theme for bncod-27 is “data security and security data.” As can be seen
from Figure 1 security and, the closely related, data privacy have seen little
attention from the British research community. Generally, research projects have
seen these as optional details that can be bolted on at a later date. However,
with the increasingly digital world in which we live, and the pervasiveness of
social networks, these are crucial topics to be addressed.

The most common topic headings over the last 20 years have involved data
and databases. This is not surprising since these are at the heart of database
research, and remain central to the research field. There is an ever increasing
amount of data being collected, stored, and analysed with exponential growth
in the volume of data being experienced in science and industry alike [7,9]. The
volumes of data being stored and processed create new challenges of scalability
and efficiency, particularly as users increasingly expect instantaneous results.
Specifically, this places renewed importance on query processing and optimisation
since these are the major factors which affect performance of data management
systems for data retrieval.

Another major focus of past research has been on data integration over dis-
tributed, heterogeneous, data sets. With the advent of the semantic web, which
aims to view the entire web as an interconnected database, these topics take
on a renewed importance. However, the semantic web only addresses one as-
pect of heterogeneity, that of data modelling and interlinking. Issues to resolve
the heterogeneity of data format, i.e. relational, rdf, or xml, still remain to
be solved. Similarly, querying over multiple sources, including over the semantic
web, remains a challenging area where improvements can be made. For example,
when querying a distributed set of large sources, the time incurred to move data
between sites becomes a significant overhead. Improved mechanisms for mov-
ing computation to the data, rather than data to the computation, need to be
discovered.

A more recent topic at bncod has been data streams. This is due to the in-
creasing use of sensor devices to monitor the world around us, e.g. environmental
monitoring or patient vital statistics monitoring. Data streams have required a
new approach to data management, particularly for query processing, since the
data is a potentially infinite sequence of values. Thus, the store first process
later model of database systems does not work. To date, this work has largely
focused on homogeneous data streams in isolation rather than looking at the
bigger picture of integrating multiple streaming and stored data sources. Some
of the challenges in this area have been outlined in [10,5].

4 Conclusions

We live in an increasingly interconnected world where data from multiple het-
erogeneous sources needs to be combined and analysed. Users expect to be able
to access their data from anywhere, with results being displayed on a plethora
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of devices including mobile devices. This must be achieved with highly scalable
approaches since data is growing at an exponential rate. Finally, security and
privacy issues need to be addressed as primary concerns in data management.

The database research community is facing some of its greatest challenges
yet. Young researchers can learn from the successes of the past by reading the
literature, but new techniques and approaches will be required to overcome these
challenges. We live in exciting times!

References

1. Agrawal, R., Ailamaki, A., Bernstein, P.A., Brewer, E.A., Carey, M.J., Chaudhuri,
S., Doan, A., Florescu, D., Franklin, M.J., Garcia-Molina, H., Gehrke, J., Gruen-
wald, L., Haas, L.M., Halevy, A.Y., Hellerstein, J.M., Ioannidis, Y.E., Korth, H.F.,
Kossmann, D., Madden, S., Magoulas, R., Ooi, B.C., O’Reilly, T., Ramakrishnan,
R., Sarawagi, S., Stonebraker, M., Szalay, A.S., Weikum, G.: The claremont report
on database research. Commun. ACM 52(6), 56–65 (2009)

2. Aroyo, L., Antoniou, G., Hyvönen, E., ten Teije, A., Stuckenschmidt, H., Cabral, L.,
Tudorache, T. (eds.): ESWC 2010, Part I. LNCS, vol. 6088, pp. 213–227. Springer,
Heidelberg (2010)

3. Deen, S.M., Hammersley, P. (eds.): Proceedings of the First British National Con-
ference on Databases (BNCOD-1), Jesus College, Cambridge, 13-14 July 1982
(1981)

4. Fifth International Conference on e-Science and Grid Computing, e-Science 2009,
December 9-11. IEEE Computer Society, Oxford (2009)

5. Gray, A.J.G., Nutt, W., Williams, M.H.: Sources of Incompleteness in Grid Pub-
lishing. In: Bell, D.A., Hong, J. (eds.) BNCOD 2006. LNCS, vol. 4042, pp. 94–101.
Springer, Heidelberg (2006)

6. Gray, A., Jeffery, K., Shao, J. (eds.): BNCOD 2008. LNCS, vol. 5071, pp. 87–99.
Springer, Heidelberg (2008)

7. Howe, D., Costanzo, M., Fey, P., Gojobori, T., Hannick, L., Hide, W., Hill, D.P.,
Kania, R., Schaeffer, M., Pierre, S.S., Twigger, S., White, O., Rhee, Y.: Big data:
The future of biocuration. Nature 455, 47–50 (2008)

8. Paton, N.W., Missier, P., Hedeler, C. (eds.): DILS 2009. LNCS, vol. 5647, pp.
88–95. Springer, Heidelberg (2009)

9. Szalay, A.S.: Scientific publishing in the era of petabye data. JCDL, 261–262 (2008)
10. Tatbul, N.: Streaming data integration: Challenges and opportunities. In: Pro-

ceedings of IEEE ICDE International Workshop on New Trends in Information
Integration (NTII 2010), Long Beach, California, USA (March 2010)



L.M. MacKinnon  (Ed.): BNCOD 2010, LNCS 6121, pp. 7–11, 2012. 
© Springer-Verlag Berlin Heidelberg 2012 

Whither BNCOD and the UK Database Community 

Keith G. Jeffery 

Director IT & International Strategy, STFC Rutherford Appleton Laboratory, 
Chilton, Didcot, OXON OX11 0QX UK 
keith.jeffery@stfc.ac.uk 

Abstract. The UK database community has a long and eventful history and 
much is recorded in the proceedings of BNCOD.   Despite some notable 
successes with papers in international journals and conferences, in general the 
UK community ‘punched below its weight’ in database research.  At the 25th 
anniversary BNCOD (2008) a special session day brought together well-known 
international researchers with their perspectives on research directions.  This 
paper attempts to provide directions for the future of database research in a 
context related to global challenges and evolving requirements. 

1 Introduction 

After more than 25 years of conferences it is time for BNCOD and the UK database 
community to take stock.  We have accomplished much, but perhaps not as much as 
we should or could have.   Some of the best UK researchers in the field choose to 
publish elsewhere instead of – rather than in addition to – BNCOD.  This reflects the 
globalisation of research in the last 25 plus years and increasingly the advances made 
though international cooperation – sometimes with international or jointly organised 
national funding.     

BNCOD started with the aim of sharing experience and research ideas at a time 
when the technology was evolving fast and undergoing a theory revolution.  The 
original concept of separate national and international conferences hosted in UK 
was overtaken by events: VLDB, ICDE, ICDT, EDBT and other international 
conferences which moved from country to country dominated the market leaving 
BNCOD for national level research discussion.  However, quite rapidly BNCOD 
attracted international contributions – helped by publishing in LNCS - and so 
became a nationally-hosted international conference.  Competition became stiffer 
and quality higher.   Also the programme committees tended to favour academic 
and theoretical papers over application-driven papers. Nonetheless, BNCOD 
programme topics matched well the issues in the international database community.  
BNCOD lost attendance steadily.  Associated workshops were successful but most 
had a limited lifetime.  So we reach a point of decision – should BNCOD continue 
and if so what issues should be addressed.  This paper argues BNCOD continues to 
have a role and that there are important issues that the UK database community can 
address. 
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2 The Past 

The early days of BNCOD were marked by intense discussion over the efficacy of 
Hierarchic, CODASYL and relational DBMS.  Data modelling examples were used to 
illustrate advantages and disadvantages.  Programming and user interfaces were 
discussed.  At the time a group of UK universities had secured national funding for a 
distributed database project – PROTEUS – which linked together the major research 
centres in database technology in UK.  More fundamental work was done on data 
representation as triples and a triple store project initiated at Birkbeck with IBM.  
This, and parallel work at Aberdeen and Glasgow led to procedural  programming 
language interface research.   

In parallel work on scientific databases with problems of scale, performance and 
integrity advanced as did work on relating database systems to office automation and 
coupling structured databases with semi-structured information retrieval systems.  
Object-Oriented approaches were much discussed.  Optimisation of performance and 
of queries was also a hot topic.  Spatial and temporal database development flourished 
in both theory and practice and the management and representation of provenance 
was discussed.  Work on homogeneous access to heterogeneous distributed databases 
led to interfacing databases with hypermedia systems and thus to databases and 
WWW. Deductive database systems and work on integrity constraints and 
dependencies led to further work on programming languages – this time declarative.   
These strands came together in work on intelligent agents acting based on metadata 
describing data, software / services and users. 

Given the dominance of relational database technology and WWW, work on web 
services and database interfaces in a GRIDs (and later CLOUDs) e-infrastructure 
expanded. Management of streamed data from sensors became a reality.  The difficult 
problem of homogeneous access to heterogeneous data sources was at least partially 
resolved by utilising human intellect – the concept of Dataspaces.  The future internet 
raises many problems which challenge fundamentally database theory and practice. 

3 The Present 

The database community is now confronted by a fast-moving world of information 
systems.   

End users are content to spend time browsing information from the shallow web 
with relatively low recall and relevance and semi-structure.     They expect to be 
presented with approximately relevant information and using their intellect make 
choices on what to use or believe.  They are content to use their processing capability 
to perform the processing that is so hard to organise within an IT system, and leave 
the IT system to reduce an unstructured or semistructured mass of data into something 
they can manage. 

In some application domains – particularly in business information management 
and in scientific data management - end-users expect not ‘tables of results’ but 
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graphical representations – and based on structured, validated data that has been 
reduced using strict algorithms from statistics or data mining. 

Thus we have two ‘worlds of information’ with different characteristics that we 
need to combine to satisfy most requirements.  The end-user also expects the required 
information (with appropriate recall and relevance) to be presented on the device of 
choice anywhere, anyhow, anytime (so called ‘Martini computing’ after the iconic  
advertisement).  They expect not to write programs or even issue commands or 
queries but to point and click, pull-down and choose or – as a last resort – type a word 
(e.g. a search term) or better speak it. 

4 The Future 

The internet is estimated to have 1.5billion fixed connections and 4 billion mobile 
connections. Data Storage is estimated at 280 Exabytes (280 * 10**18).  Processor 
power continues to follow Moore’s Law, recently due to multicore technology.  The 
capacities are expected to increase tenfold in 4 years. 

Usage is increasing too. In Asia the estimate is 550 million users representing 14% 
penetration; in Europe 350 million users representing  50% penetration and in US 250 
million users representing  70% penetration.  There is still a large increase in users to 
be accommodated. 

This backdrop of sociological, economic and technical development leads to 
challenges for the database community. These may be characterised as Scalability, 
Trust, security & privacy, Manageability. Accessibility, Usability and 
Representativity. They challenge the very fundamentals of database theory and 
practice within computer science. 

4.1 Scalability 

Millions of nodes on the internet are collecting data (from sensors or humans) and 
processing data.  How do we manage to specify, control and monitor the integrity of 
the data?  Traditional techniques involving constraints and dependencies just do not 
scale.  How do we represent state?  The real word state, and the recorded world state 
are changing very quickly and locally autonomously.  How do we maintain a global 
stateful representation of the real world?  Traditional ACID transactions do not work 
over even a relatively few nodes in a distributed system and rollback or compensation 
techniques are overwhelmed by the volume of incoming data.  How do we handle 
streamed data?  Since we do not have a static recorded database state traditional 
validation using constraints and dependencies can at best be partial and preliminary.  
Similarly with querying; the speed and volume of data acquisition requires a query 
over a ‘window’ of the data stream and selection of tuples matching the criteria – but 
complex data structures (e.g. queries where selection from one stream is conditional 
upon another) become impossible to handle – yet are exactly what is required for 
many scientific, environmental, health and sociological applications.  Related 
performance problems occur when particular servers become ‘honeypots’ providing 
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information in response to popular – sometimes caused by sociological factors – 
queries.  Our protocols and data transfer systems – especially using HTTP and XML 
are inefficient and have excessive latency.  Given all these aspects, how does one 
provide a quality of service guarantee and how does one maintain service at the 
appropriate quality?  Finally, given the data volumes and the relatively slow 
intercommunications infrastructure, it becomes necessary to move the code to the data 
rather than the other way around, with implications in security. 

4.2 Trust, Security and Privacy 

This topic is dealt with in depth by Lachlan MacKinnon in a companion paper to this. 

4.3 Manageability 

The scale and complexity of future internet requires automation of management of 
systems to reduce human error and increase performance.  Local optimisation may 
degrade global optimisation for performance.  The requirement is for autonomic 
systems operating autonomously within parameters set by the system administrator. The 
autonomicity requires all components (servers, detectors, services, communications, 
users) to be represented by metadata and agents. 

4.4 Accessibility 

The requirement is for high-performance, cost-effective networking connections to 
permit ‘Martini computing’.  The implication is intelligence in the protocols 
enveloping the data and software transmitted for compression, routing, security etc.  
The end-user will wish to use interchangeably desktop, laptop, hand-held devices and 
will wish them to be configured appropriately for both the user requirements and the 
context. This implies variable interfaces for different interaction modes 
(keyboard/nouse, speech, gesture) required by the user being differently-abled (e.g. 
driving, walking, sitting) and in different contexts (office, internet cafe, climbing up a 
mountain) with varying security and privacy conditions. 

4.5 Usability 

The various interaction modes require support to assist the user, ideally by proposing 
actions to meet the requirements.  This implies knowledge-assisted intelligent agents 
utilising metadata describing the user, context, services etc.  The intelligence has to 
handle different character sets or multimedia  representations, language, syntax and 
semantics with the aim of anticipating, assisting and supporting the end-user. 

4.6 Representativity 

Examination of existing database systems demonstrates that they do not represent 
accurately the real world. Problems of validation, integrity and correctness lead to 
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inaccurate data.   Many use hierarchic structures based on primary/foreign keys when 
in fact the real world is a fully connected network structure.    Similarly, the 
relationships between entities (objects) in the real world commonly are complex, 
time-varying and require shared semantics (over a formal syntax) for their 
description.  Representation of incomplete or uncertain information – with additional 
information on provenance to assist the end-user in judging its relevance to the 
requirement – is essential.  In this way the system can take over some of the 
evaluation and selection done now by end-users using their intellect browsing the 
shallow web.  The requirement is for better data modelling tools and systems to 
correct and fuse data dealing with incompleteness and uncertainty. 

5 Conclusion 

There is a feast of challenging issues awaiting the UK database community.  Much of 
the necessary foundational work has been done over the last 25 years or so and the 
community is well-equipped to face the challenges. 
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Abstract. Access to only authorized resources is provided by access control
mechanisms. Active or Event-Condition-Action rules make the underlying sys-
tems and applications active by detecting and reacting to changes. In this paper,
we show how active rules can be used to enforce Role-Based Access Control
(RBAC) standard. First, we analyze different components of active rules and their
mappings for enforcing RBAC standard. Second, we discuss how RBAC standard
is enforced using active rules. Finally, we discuss how active rules extend RBAC
standard to cater to a large class of applications.

Keywords: ECA Rules, Role-Based Access Control, Event Constraints.

1 Introduction

Role-Based Access Control (RBAC), where object accesses are controlled by roles (or
job functions) in an enterprise rather than a user or group, has shown to be a positive
alternative to traditional access control mechanisms. RBAC does not provide a complete
solution for all access control issues, but with its rich specification [1], it has shown to
be cost effective [2] and is used in several domains [3]. ANSI RBAC Standard [4] has
four functional components: Core, Hierarchical, Static Separation of Duty and Dynamic
Separation of Duty. Existing enforcement techniques are tied to a component, tightly
integrated with the underlying system or they just support extensions. Constraints [5, 6]
are critical in realizing RBAC over diverse domains, as they provide the flexibility for
specifying fine-grained access control policies.

There is consensus in database and other communities on Active or Event-Condition-
Action rules as being one of the most general formats for expressing rules in an
event-driven application. Active rules and event processing systems [7–18] have been
employed successfully in diverse application domains for situation or change monitor-
ing. Existing event specification languages and event detection systems provide well-
defined point-based, interval-based and generalized event semantics.

In this paper, we show how the ANSI RBAC standard can be enforced via active rules
using a layered approach. We also show how enterprises can move from one RBAC
functional component to the other in a seamless manner. In other words, enterprises
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can move from Core RBAC to Hierarchical RBAC without rewriting events and rules.
We then extend the RBAC specification with event-based constraints. We discuss the
placement of simple and complex constraints at various granularities. We also show
that these event constraints are not affected when the enterprises move from one RBAC
component to the other. Finally, we discuss event detection graphs to implement events
and rules.

Outline: Events and rules are discussed in Section 2. RBAC is discussed in Section 3.
Enforcement using active rules is discussed in Section 4. Event constraints and advan-
tages of our approach are discussed in Section 5. Event detection graph is discussed in
Section 6. Section 7 has conclusions.

2 Active Rules

Below, we discuss events and active rules briefly.

2.1 Events

Snoop [9, 10, 14] event specification language, which is a part of the Local Event De-
tector (LED) [17], is used in this paper. The main motivation to use Snoop is that it
supports expressive event specification using point-based [14], interval-based [10] and
generalized semantics [7, 9] in various event consumption modes [10, 14] and event
detection modes [7]. LED uses event detection graphs to detect events using point-,
interval-based and generalized semantics in various consumption and detection modes.

An event is “an occurrence of interest” in the real world that can be either simple
(e.g., depositing cash) or complex (e.g., depositing cash, followed by withdrawal of
cash). Simple events occur at a point in time (i.e., time of depositing), and complex
events occur over an interval (i.e., starts at the time cash is deposited and ends when
cash is withdrawn). Simple events are detected at a time point, whereas complex events
can be detected either at the end of the interval (i.e., point-based semantics) [15, 16]
or can be detected over the interval (i.e., interval-based semantics) [10, 11, 18]. Each
event has a well-defined set of attributes based on the implicit and explicit parameters
[9]. Implicit parameters contain system- and user-defined attributes such as event name
and time of occurrence. Explicit parameters are collected from the event itself (e.g.,
stock price and stock value).

Below, we discuss event specification using the interval-based semantics, represented
using I. For more details about event semantics, please refer to [9, 10, 14].

Simple Events: Simple events are the basic building blocks in an event processing
system and are derived from various application domains. E.g., data manipulation lan-
guage and data definition language statements in a DBMS, function call invocation in
Object-oriented systems, alarm clock, and increase in stock price.

Definition 1. An interval-based simple event E occurs atomically at a point [t] on the
time line. It is detected over an interval [t, t′], where [t] is the start time, [t′] is the end
time and (t = t′)1. It is defined as I(E, [t, t′]) � ∃t = t′ (E, [t, t′]);

1 Simple events have the same start and end time.
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Definition 2. A generalized simple event G(E) can be a point- (GP ) or interval-based
(GI ) simple event with conditional expressions based on Iexpr and Eexpr. They are
formally defined as GI(E, [t, t′]) � ∃t = t′ (I(E, [t, t′]) ∧ (Iexpr ∧ Eexpr));
Below, we show an event from an Object Oriented system where all function invoca-
tions are treated as events. E1 is the event name and F is the function name. Formal
parameters are explicit parameters, and time of the function call and object that invoked
the function are the implicit parameters. Implicit and explicit parameter expressions are
represented as Iexpr and Eexpr, respectively. They are discussed in Definition 4.

Event E1 = (F(), (Iexpr ∧ Eexpr));

Complex Events: Simple events are often not adequate for modeling real-world sce-
narios. Complex events are defined by composing more than one simple or complex
event using event operators. A number of event operators have been proposed in the lit-
erature based on several application domains. Using composition conditions, an event
operator defines how a complex event needs to be composed and detected.

Definition 3. An interval-based complex event I(E) occurs and is detected over an
interval [ts, te]. It is defined as I(Eop (E1, . . . En), [ts, te]);

Definition 4. A generalized complex event G(E) can be a point- (GP ) or interval-
based (GI ) complex event with conditional expressions based on Iexpr and Eexpr. They
are formally defined as GI(Eop (E1, . . . En), (Iexpr ∧ Eexpr), [ts, te]);

– Eop represents a n-ary event operator (And, Or, SEQUENCE, NOT, Plus, Periodic,
Aperiodic, Periodic*, and Aperiodic*).

– (E1, . . . En) are the constituent events and each one can be simple or complex.
– A complex event occurrence is based on the initiator, detector and terminator events.

Initiator is the constituent event whose occurrence starts the complex event. Detec-
tor is the constituent event whose occurrence detects and raises the complex event.
Terminator is the constituent event that is responsible for terminating the complex
event, i.e., no more occurrence of a complex event with the same initiator event is
possible. All the operators have initiator and detector events, and some operators
have terminator events. In addition, the same constituent event can act as both the
detector and terminator event.

– ts is the start time and te is the end time (i.e., time of occurrence).
– Iexpr is the expression formed using implicit event parameters. It subsumes exist-

ing point- and interval-based semantics. For instance, a binary event operator with
events E1 and E2 can have Iexpr = E1.t occ θ E2.t occ, where t occ is the time
of event occurrence, and θ can be a relational or set operator based on the domain.

– Eexpr is the expression composed using explicit event parameters. Similar to the
above expression can be; Eexpr = E1.Ai θ E2.Bj , where attributes Ai and Bj

have values from the same domain.
– A complex event is detected iff the required constituent events occur, and both
Iexpr and Eexpr evaluate to TRUE. Both expressions cannot empty at the same
time, as it will detect the complex event always.
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Event Modes: In order to avoid unnecessary event detections, event consumption modes
[10, 14] or contexts such as Recent, Continuous, Chronicle, and Cumulative were de-
fined based on the application domains. Event detection modes [7] such as complete,
incomplete and failed were defined to detect various types of events.

Below, SEQUENCE (E1 � E2) operator is defined in the unrestricted mode (i.e.,
no event occurrence is removed after participating in an event detection). This event
operator requires event E1 to occur before event E2. It is detected when E2 occurs.
E1 is the initiator event and E2 is the detector event. It is formally defined in interval
semantics as:

I(E1 � E2, [ts, te]) � ∃ts, te, t, t′(I(E1, [ts, t]) ∧ I(E2, [t
′, te]) ∧ (ts ≤ t < t′ ≤ te))

2.2 Active Rules

An event can be associated with multiple rules [12], but a rule can be associated with
only one event. Condition and action procedures can be associated/shared between dif-
ferent rules. Rules are executed on an event occurrence and their management involves
event detection and rule execution. Rule scheduling involves ordering of rules for exe-
cution when several rules are triggered at the same time. Rules can also be nested, i.e.,
occurrence of an event triggers a rule which in turn detects/raises another event. If an
event is not part of a complex event or does not have any rule associated, then that event
need not be detected for efficiency. This is possible as rules can be in active or deactive
states. An active rule is specified as:

Ri = (Ej, (C1 . . . Ck), (A1 . . .An), (AA1 . . . AAp));

– Rule Ri – Unique rule name.
– Event Ej – Event associated with the rule. This event triggers the rule.
– Condition C1 . . . Ck – The set of conditions to be evaluated once the rule is trig-

gered by event Ej .
– Action A1 . . . An – The set of actions to be triggered when conditions evaluate to

TRUE.
– Alternative Action AA1 . . . AAn – The set of actions to be triggered when condi-

tions evaluate to FALSE.

Fig. 1. Add Active Role - Core RBAC [4]
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3 Role-Based Access Control

Four different sets of functions are provided in the specification (ANSI RBAC Standard
[4]) for modeling Core (supports flat roles), Hierarchical (supports role hierarchies),
Static Separation of Duty (SSoD) (supports mutually exclusive roles with respect to user
assignments) and Dynamic Separation of Duty (DSoD) (provides exclusivity relations
with respect to roles that are part of a user’s session), respectively. Functions provided
by each of the four components include: addRole, deleteRole, addUser, deleteUser,
assignUser, deassignUser, createSession, deleteSession, addActiveRole, dropActive-
Role, and checkAccess. For example, when a subject tries to activate a role, function
addActiveRole(...) is invoked. Figures 1 and 2 display the function definitions from
[4] for Core and Hierarchical RBAC, respectively.

Function signatures shown in the figures are the same, but definitions are different.
The function definition in Figure 1 checks if the subject has the role assigned, and the
definition in Figure 2 checks if the subject has the role authorized via hierarchy. Simi-
larly, all the other functions in the specification have the same signatures but four dif-
ferent definitions. Enterprises implement the component that meets their requirements.
In the next section, we will discuss how function signatures can be exploited to enforce
all the functional components in a seamless manner using active rules.

Fig. 2. Add Active Role - Hierarchical RBAC [4]

4 Enforcing Role-Based Access Control Using Active Rules

In this section, we discuss the enforcement of the functional specification discussed
in Section 3, using active rules discussed in Section 2. In order to enforce RBAC, ac-
tive rule components (event, condition, action, alternative action) have to be mapped
to RBAC components (users, roles, access requests). First we need to identify simple
events for RBAC, and then the other components. Using active rules, RBAC specifi-
cation can be extended with additional capabilities as discussed in this section and the
next. The use of complex events is also analyzed in the next section.

As discussed in Section 2, any occurrence of interest can be defined as an event.
The main objective of identifying simple events is to show the adequacy of events to
represent occurrence of interest in RBAC. In order to find the occurrence of interest in
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RBAC, we need to identify the operations that can be carried out. In RBAC, operations
are carried out by users or subjects that have a set of roles. All operations are carried
out using the functions (e.g., addActiveRole) specified in the RBAC standard. These are
termed as role-dependent operations. Other operations (e.g., system clock) that are not
part of RBAC, are termed as role-independent operations.

Simple events can be based on both role-dependent and role-independent opera-
tions. As discussed in Section 2.1, each function invocation can be treated as an event
in Object-oriented systems. Thus, function signature of each role-dependent operation
from the functional specification can be defined as a simple event, and each invocation
can be captured as that event. Additionally, explicit and implicit event parameters need
to be identified. Formal parameters of the functions can be considered as the explicit
parameters, and other system generated values can be treated as implicit parameters.

Let us define an event based on the RBAC function addActiveRole(...) from Fig-
ures 1 and 2. Formal parameters (user, session and role) can act as the explicit event
parameters.

Event EAAR (defined below) is raised when addActiveRole(...) is invoked, i.e.,
when a user tries to activate a role. However, appropriate rules have to be created to im-
plement or invoke appropriate function definitions allowing authorized users to activate
roles. For example, rule RAAR defined below handles role activations for Core RBAC.

Event EAAR = addActiveRole(user, session, role);
RULE [ RAAR

EVENT EAAR

CONDITION “Core RBAC AAR Function Definition from Figure 1”
ACTION “Allow Activation”
ALT ACTION raise error “Access Denied Cannot Activate” ]

Rule RAAR is triggered when event EAAR is raised. Once the rule is triggered, con-
ditions are checked. In our example, function definition that handles role activations
in Core RBAC is implemented in the Condition part. Allowing or denying activation
is mapped to Action and Alternative Action parts, respectively. With Core RBAC, if
the user is assigned to the role, Condition part will return TRUE and the user will be
allowed to activate the role.

Though the above approach allows the enforcement of functional specification of
one RBAC component, it is not sufficient. If the enterprise chooses to use Hierarchical
instead of Core, then the active rule or the Condition part has to be rewritten. In order
to overcome this, we create another layer based on the function signatures to exploit
the functionality of active rules. For example, modified rule RAAR1 defined below is
similar to the rule defined above. The main difference is the association of a function call
in the Condition part rather than the function definition itself. So whenever the user is
trying to activate a role, event EAAR is raised, which in turn triggers rule RAAR1, which
in turn invokes the function addActiveRole(user, session, role). This function can
implement the definition shown in Figure 1 or Figure 2. This allows the enterprise to
choose Core, Hierarchical, SSoD, or DSoD seamlessly without rewriting the rule or the
Condition part.
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RULE [ RAAR1

EVENT EAAR

CONDITION < call > addActiveRole(user, session, role)
ACTION “Allow Activation”
ALT ACTION raise error “Access Denied Cannot Activate” ]

The above approach allows us to enforce all components of RBAC seamlessly; however,
it still does not utilize the capabilities of active rules completely. With active rules,
Condition part can include multiple complex conditions. This can be exploited to extend
RBAC with additional constraints required by an enterprise. For example, a condition
such as “any role can be activated only between 8 a.m. and 5 p.m.” can be enforced
using the Condition part. Another example involving prerequisite roles, “role b can be
activated only if role a is activated,” can also be enforced. In order to support extensions
(discussed in Section 5), rule RAAR1 shown above can be rewritten as shown below.

RULE [ RAAR2

EVENT EAAR

CONDITION /*Enterprise Specific Constraints*/
< call > addActiveRole(user, session, role)

ACTION “Allow Activation”
ALT ACTION raise error “Access Denied Cannot Activate” ]

Whenever a user tries to activate a role, event EAAR is raised and rule RAAR2 is trig-
gered. In the Condition part, enterprise specific constraints are checked. If those con-
straints are satisfied, then function addActiveRole(user, session, role) is invoked. If
the Condition part returns FALSE, then Alternative Actions are executed.

Fig. 3. Enforcing ANSI RBAC Specification Using Active Rules

Layered approach shown in Figure 3 supports all the four components of ANSI
RBAC, in a seamless manner. For example, when the function addActiveRole (user,
session, role) is invoked from the Action part, it can invoke the function with def-
inition from Core RBAC (Figure 1), Hierarchical (Figure 2), SSoD, or DSoD. This is
possible mainly due to the RBAC functional specification, as all the components use the
same functions and function signatures with different function definitions. Enterprises
choose the component that meets their requirements.
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5 Advantages and Extensions to RBAC

Using active rules not only provides seamless support for the standard, but also ex-
tends it using enterprise specific constraints based on events. Our approach generalizes
constraint specification, since location, time, and any other occurrence of interest can
be captured as an event. Complex events further extend the specification. Below, we
discuss various extensions provided by our approach and their advantages.

5.1 Enterprise Specific Constraints Using the Condition Part

All user operations in RBAC are captured as events, and are permitted only if they sat-
isfy: (1) standard RBAC specification; and (2) tailor-made constraints. An enterprise
wants to “allow users to activate roles from their computing devices only if they are
connected to the enterprise network (161.162.) either physically or using VPN.” This
policy can be enforced by modifying rule RAAR2 defined in Section 4 as shown be-
low. The modified rule RAAR3 checks whether the IP Address of the user device starts
with “161.162.” using function checkIP, which returns a Boolean value. Thus, users are
allowed to activate roles only from those IP Addresses. Only if the context constraint
is satisfied, function addActiveRole(user, session, role) is invoked. In other words,
users must first satisfy the constraints in the Condition part and then the requirements
of RBAC components to activate any role.

RULE [ RAAR3

EVENT EAAR

CONDITION < call > checkIP (“161.162.”) /*Enterprise Specific*/
< call > addActiveRole(user, session, role)

ACTION “Allow Activation”
ALT ACTION raise error “Access Denied Cannot Activate” ]

When the enterprise wants to move from Core to Hierarchical RBAC, for example,
only the definition used in addActiveRole(user, session, role) changes, but the con-
straints specified in the Condition part are untouched and the rule is not modified. Sim-
ilar to the above, other complex constraints based on time, locations, context, content,
etc. and their combinations can be specified using the Condition Part.

5.2 Enterprise Specific Constraints Using Implicit and Explicit Expressions

In addition to specifying enterprise specific constraints in the Condition part, constraints
can be specified using implicit (Iexpr) and explicit (Eexpr) expressions. Constraints
specified using these expressions are checked after the function is invoked but before
the event is raised (i.e., before triggering any associated rules), whereas the Condition
part constraints are checked after the event is raised (i.e., after the rule is triggered).
In other words, the former is part of the event and the latter is part of the rule. The
former cannot be replaced by the latter and vice versa, as it will affect complex event
processing and can detect complex events incorrectly.
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Both Iexpr and Eexpr can be effectively used for specifying tailor-made constraints.
Below, we define events based on addActiveRole(...) from the RBAC specification.

Event E1 = (addActiveRole(user, session, role));

Event E2 = (addActiveRole(user, session, role), (role = “Manager”));

Event E3 = (addActiveRole(user, session, role), (user = “Jane”));

Event E4 = (addActiveRole(user, session, role), ((user = “Jim”)

∧ (role = “CEO”)));

Event E1 is the same as EAAR defined in Section 4 and has no additional constraints.
Assume, an enterprise wants to “restrict users trying to activate a sensitive role”.

The enterprise cannot use the general rule RAAR3, as it is for all activations (i.e., event
E1). A new event with Eexpr and a new rule can be used to model this policy. For
example, eventE2 shown above is raised if someone tries to activate role “Manager”. A
new rule RAARManager can be created with additional constraints in the Condition Part
and RBAC functions in the Action part. Thus, anyone trying to activate role “Manager”
will raise event E2, which in turn will trigger rule RAARManager .

On the other hand, if the enterprise wants to “place additional restrictions on user
Jane irrespective of the role being activated”, it cannot use the general rule RAAR3. In
this case, E3 shown above can be used, which is raised only for user “Jane”. A new rule
RAARJane can be created to specify additional constraints using the Condition Part.

Event E4 is a combination of both subject- and role-level operations and is the most
restrictive. If the enterprise wants to relax additional context constraints specified in rule
RAAR3 for a particular user in a particular role, it can use event E4. This event is raised
only when user “Jim” tries to activate the role “CEO”. A new rule RAARJimCEO can
be created to relax the restrictions.

In addition, other events can be created based on needs of the enterprise using the
implicit and explicit expressions. However, events have to be prioritized so that the
system triggers only the required events. For example, when user “Jane” is trying to
activate a role, she invokes function addActiveRole(...). This can trigger events E1 to
E4 as all of them are based on the same function signature. Since “Jane” is activating,
events E1 and E3 will be raised. It can also trigger event E2 if she tries to activate
role “Manager”. Thus, events need to be prioritized so that only one of them will be
triggered. Assume that the enterprise assigns the following priorities (low to high):
general, role-level, subject-level, subject- and role-level. If “Jane” is trying to activate
a role, only event E3 is triggered.

5.3 Enterprise Specific Constraints Using Complex Events

Even though specification of constraints using the Condition part and Iexpr and Eexpr

are necessary, they are not sufficient in many situations. Below, we discuss two policies
and how they are enforced by complex events using event operators.

Policy 1 (Drop Active Role) . Allow user Jane to be active in a role for only two hours.

This policy places a duration-based constraint. As it requires deactivating user “Jane”
from any active role after two hours, we need to associate this constraint with event E3
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defined in Section 5.2. There are two steps involved; the first step requires to know when
two hours have elapsed, and the second is deactivating the role itself. Snoop complex
event operator PLUS detects an event after ΔT time. Thus, using the PLUS operator
with E3 and two hours, we can capture the first requirement.

Event EDARJane = PLUS(E3, 2 hours);

Whenever “Jane” activates a role, an instance of EDARJane is started. Two hours after
the start, event EDARJane is raised. For example, if “Jane” has activated a role at 9
a.m. and another at 9:15 a.m., then event EDARJane will be detected once at 11 a.m.
and again at 11:15 a.m. Once event EDARJane is detected, the role can be deactivated
by using the rule shown below. In the rule, role is dropped from “Jane’s” active role set
by invoking the function dropActiveRole(user, session, role).

RULE [ RDARJane

EVENT EDARJane

CONDITION < call > dropActiveRole(user, session, role)
ACTION “Drop Role”
ALT ACTION /* None */ ]

Policy 2 (Prerequisite Role) . Allow user Tom to activate any role only after Jim
has activated role Nurse.

Activation of role “Nurse” by user “Jim” is modeled using event EAARJimNurse and
rule RAARJimNurse. This event is similar to event E4 defined in Section 5.2. Event
EAARTom (similar to event E3 defined in Section 5.2) and rule RAARTom handle role
activations for user “Tom”. Rule RAARTom is shown below.

RULE [ RAARTom

EVENT EAARTom

CONDITION < call > addActiveRole(user, session, role)
ACTION “Allow Activation”
ALT ACTION raise error “Access Denied Cannot Activate” ]

Activation of “Tom” has to be restricted in order to meet the policy requirements (i.e.,
event EAARTom should not trigger rule RAARTom). Sequence complex event operator
discussed in Section 2.1 can be used to enforce this. Below, we define a Sequence event
EP2, and re-associate rule RAARTom with the new Sequence event.

Event EP2 = (EAARJimNurse�EAARTom);

RULE [ RAARTom

EVENT EP2
CONDITION < call > addActiveRole(user, session, role)
ACTION “Allow Activation”
ALT ACTION raise error “Access Denied Cannot Activate” ]

Event EP2 is raised only when the second event follows the first event. Let us assume
that “Jim” has activated role “Nurse”. This will initiate the event EP2. When Tom tries
to activate a role, it will detect event EP2, which is initiated by EAARJimNurse as the
role activation constraints are satisfied. This will trigger rule RAARTom, which allows
the role activation, if “Tom” has the required permissions. On the other hand, assume
that user “Tom” tries to activate a role, but “Jim” has not activated the role “Nurse”.
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In other words, the policy constraint is not satisfied. In this case, the detector occurs
albeit the initiator has not initiated eventEP2. This can be captured using an incomplete
rule [7], which in turn returns a “Denied” message.

All the above policies require complex constraints and are enforced using complex
events. Similarly, other complex policies can be enforced using other event operators
mentioned in Section 2 and their combinations.

6 Implementation

In this section, we discuss how events and rules are implemented, since enforcement
mechanisms are equally important in order to employ the specified policies.

Event detection graphs (EDGs), part of the Local Event Detector [17], keep track of
event occurrences. EDGs record event occurrences as and when they occur, and keep
track of the constituent event occurrences over the time interval they occur. EDGs are
acyclic graphs, where each complex event is a connected tree. In addition, simple events
that have the same function signature or events that appear in more than one complex
event are shared. In Figure 4, the complex event is a binary event operator (e.g., AND),
thus having two child events and each of them represents a simple event. Similarly, the
internal node represents a complex event. The EDG as a whole represents a complex
event. Although the leaf nodes in Figure 4 are simple events, they can be complex events
as well.

In order to facilitate the propagation of events as they occur, each node in the EDG
(see Figure 4) has several lists that allow the propagation of events to parent nodes and

Internal nodes - complex
event operators

Leaf nodes - simple events

Complete Rule subscriber list

Incomplete Rule subscriber list

Event Signature to Event Node Mapping

Failed Rule subscriber list������
��
��
�
�

������

Event subscriber list

�
�
��
��
����

�
�
�

��

Fig. 4. Event Detection Graph
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triggering of rules. All the nodes can detect events and trigger rules based on event
expressions, event consumption modes, event detection modes, point-based, interval-
based, and generalized event semantics, priorities, etc., discussed in Section 2. When a
simple event occurs, it should be propagated to the internal node if it is a part of that
complex event. Similarly, internal nodes also propagate when they are the sub-events of
another complex event. Thus, when a user tries to activate a role in RBAC, appropriate
events are detected and rules are triggered.

7 Conclusions

Layered approach introduced in this paper enforces RBAC standard and supports tailor-
made constraints at different granularities or levels: 1) Condition part, 2) implicit and
explicit expressions, and 3) other events using complex event operators. Our approach
does not modify the RBAC standard as opposed to the existing systems. All RBAC com-
ponents (Core, Hierarchical, SSoD and DSoD) and associated constraints are supported.
Enterprises can move from one component to another without changing or rewriting any
of the event-based constraints or active rules.

Our approach allows the modeling of current constraints in role-based access control
models and extends them using event constraints. Events and active rules allow the
modeling of various constraints that cannot be modeled using current access control
models. We have shown diverse policies involving various types of constraints and how
they are modeled using events and rules. Finally, we discussed event detection graphs
that follow a bottom-up data flow paradigm, for enforcing access control. These graphs
are efficient as they allow the sharing of complex events and simple events.
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Abstract. Providing public access to unprotected digital data can pose a threat 
of unwanted disclosing the restricted information. 

The problem of protecting such information can be divided into two main 
subclasses, namely, individual and group data anonymity. By group anonymity 
we define protecting important data patterns, distributions, and collective 
features which cannot be determined through analyzing individual records only. 

An effective and comparatively simple way of solving group anonymity 
problem is doubtlessly applying wavelet transform. It's easy-to-implement, 
powerful enough, and might produce acceptable results if used properly. 

In the paper, we present a novel method of using wavelet transform for 
providing group anonymity; it is gained through redistributing wavelet 
approximation values, along with simultaneous fixing data mean value and 
leaving wavelet details unchanged (or proportionally altering them). Moreover, 
we provide a comprehensive example to illustrate the method. 

Keywords: wavelet transform, group anonymity, statistical disclosure control, 
privacy-preserving data mining. 

1 Introduction 

The problem of preserving privacy has become pressing in the recent years, and this 
fact doesn't seem to change in the nearest future. That is mainly due to the rapid 
growth of digital data [1], and the enhancement of public access to collected 
information. The latter means that with an additional permission one can easily get 
access to the great variety of primary data such as information on patients' hospital 
treatment (so-called Clinical Data Repositories [2]), electronic commerce results in 
big automated collections of consumer data, microfiles with large census (or other 
sociological surveys) data samples etc. The most fundamental project is without a 
doubt IPUMS-International [3]. Within it, more than 279 million person records 
collected from 130 censuses held in 44 countries (at the moment this paper is being 
written) are accessible for the researchers. Of course, this information is totally de-
identified. To preserve its privacy, special data anonymity methods need to be used. 
Moreover, this is often a subject to legal regulation. E.g., in the USA, to comply with 
the Health Insurance Portability and Accountability Act of 1996 (HIPAA) [4] and the 
Patient Safety and Quality Improvement Act of 2005 (PSQIA) [5], organizations and 
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individuals don't have to reveal their medical data without preceeding privacy 
protection in any case. Besides, some consumer information transfer shouldn't lead to 
the individual persons' public profiling, and is a subject of a strict regulation. For 
instance, see Directive on privacy and electronic communications [6] to learn more 
about such regulations in the EU. 

So, the overall accessible information amount growth, emerging of various (and 
often cross-referencing) sources to get it, developing of the data mining methods for 
finding out implicit data patterns, and necessity of following appropriate regulation 
rules issue more and more challenges to respond to before publishing the data. 

Works on privacy protection in publicly accessed data can be considered as a part 
of privacy-preserving data mining field. 

Usually, the first thing to define is microdata which mean information on 
respondents (e.g., persons, households, or companies). Respectively, a microfile is a 
set of microdata reduced to one file that consists of attributive records describing each 
respondent. Statistical disclosure control (SDC) methods aim at receiving new, 
protected microdata basing on the original ones. But, such a procedure should meet 
following conditions [7, p. 399]: 

- Disclosure risk is low or at least adequate to protected information importance. 
- Both original and protected data, when analyzed, yield close, or even equal 

results. 
- The cost of transforming the data is acceptable. 

These requirements are equivalent to an assertion that the informational and financial 
losses during microdata transformation have to be acceptable, and the level of 
disclosure risk has to be adequate. In other words, the microdata distortion should be 
small enough to preserve data utility but sufficient enough to prevent exposing the 
private information on individuals (or groups of individuals) within the released data. 

We can mark out following SDC methods that are heavily used in practice: 

- randomization – a noise is added to the data to mask records' attribute values [8]; 
- microaggregation – a set of original records is partitioned into several groups 

such way that the records in a group are similar. In addition, there are at least k 
records in each group. The average value over each group is computed for every 
attribute. Then this value is used to replace each of the original ones [9]; 

- data swapping – transforming the microfile by exchanging values of confidential 
attributes among individual records [10]; 

- non-perturbative methods – protecting data without altering them. These  
methods are based on suppression and generalization (recoding). Suppression 
means removing some data from the original set, whereas recoding is data 
enlargement [11]. 

Apart from these ones, matrix decomposition [12] and factorization [13] techniques 
have also been used for distorting numeric sets of data (in the applications of privacy-
preserving data mining). And, of course, using wavelet transform (WT) seems to be a 
perspective approach as well. E.g., we can use discrete WT to decompose primary 
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data into an approximation and details with corresponding coefficients. After that, we 
can suppress the high-frequency detail coefficients to gain data distortion. 

But, all the methods mentioned above are designed to provide data anonymity of 
individuals. At the same time, a problem of providing data anonymity of a respondent 
group remains open [7]. By anonymity of a group (or simply group anonymity) we 
define protecting important data distributions, patterns and features that cannot be 
revealed by analyzing individual records only. Providing group anonymity means 
performing specific primary data rearrangements which guarantee preserving privacy 
of a particular attribute values' distribution (for a determined respondent group). E.g., 
we could possibly want to protect military personnel regional distribution, or to hide 
the information on how the drugs are spread among different ethnic groups. 

These tasks only seem to be easy-to-solve. Of course, we might swap values 
standing for the "Region of work" attribute between military base officers and those 
civilians with other attribute values similar. As a result, we would possibly conceal 
the base location. But, there is huge downside: such data swapping can badly 
influence the overall data utility. 

In general, providing group anonymity implies deliberate modifying the 
respondents' distribution over specific attribute values. But, the data utility must be 
necessarily preserved. By such a utility we understand ratios between some 
respondent groups, or other appropriate relative values. 

Let's consider one typical example. Real regional distribution of military and 
special service officers can be totally confidential. But, information on their 
distribution by age or, say, number of family members can be an interesting subject to 
sociological researches. 

In this paper, we propose using WT to find some balance between modifying 
primary data and preventing loss of their utility. But, we suggest using it in a way 
opposite to the one applied for providing individual anonymity (see [14]). To protect 
data, we redistribute WT approximation values. To prevent utility loss, we fix the data 
mean value and leave WT details unchanged (or alter them only proportionally). In 
this case, ratios between various attribute values ranges will persist. Let's take [15] as 
an illustration. In Russia, 44 public opinion polls (1994-2001) showed that WT details 
actually reveal hidden time series features which are significant for near- and 
medium-term social processes forecasting. 

The rest of this paper is arranged as follows. We provide a brief review of the 
related work in Section 2. The basics of our wavelet-based method for providing 
group anonymity are presented in Section 3. Experimental results of applying the 
method to a model example are discussed in Section 4. Finally, a brief conclusion is 
given in Section 5. 

2 Related Work 

There exist two main approaches to completing the task of protecting the confidential 
information. The classical one lies in encrypting the data or protecting them using 
different means like restricting public access. The main target of this approach is to 
disable (complicate) obtaining the data. In the paper, we do not consider it. We 
examine another one that provides SDC methods instead. 
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In the past decade, there has been published various literature on data anonymity 
(consult the anonymity bibliography from the Free Haven Project [16]). 

We can divide all SDC methods into two large classes, namely, randomization 
methods and group-based anonymization methods. 

The randomization methods [8, 17] are simple techniques which can be easily 
implemeted while collecting the data. It is possible because the noise being added to a 
record is independent of the other records' values. In addition, these methods serve 
well at preserving data utility, especially patterns and association rules. But, their 
advantages give rise to their main downsides. Provided there are other sources of 
information with publicly available records intersecting with the data to be masked, 
privacy can be violated with a great possibility [18]. In particular, this is the case with 
the outlier records which can easily be distinguished among the other ones in the 
same area [19]. 

A typical example of the group-based anonymization is so-called k-anonymity 
[20]. Its main idea is to ensure that every attribute values combination corresponds to 
at least k respondents in the dataset. To achieve that, different methods can be used, 
mentioned in [9, 10, 11] being the most popular. 

For the last 4-5 years, WT has also been used for providing data anonymity, though 
it has widely been used mainly in signal processing [21, 22] before. Paper [23] 
presents a good overview of applying wavelets to data mining in general. 

Paper [24] was the first work to introduce WT into preserving data anonymity. It 
proposed a new data-modification algorithm for revealing data patterns without 
revealing the data themselves. But, the wavelet-perturbed dataset has different 
dimensions in the transformed space, if to compare with the original one. Later, a 
method [14] free of this disadvantage was introduced. In [25], the same authors 
improved it with simultaneous privacy- and statistics-preserving. They showed that 
normalizing the data guarantees the persistance of their mean value and standard 
deviation. Another technique proposed in [14, 25] reduces the high-frequency "noise" 
hidden in the original data entries by thresholding WT detail coefficients. Thus, the 
respondent anonymity can be achieved. 

But, all these methods guarantee individual anonymity only. To solve the problem 
of providing group anonymity stated in [7], we introduce a novel wavelet-based 
method. We tend to achieve anonymity by redistributing approximation values, but 
we also try to save data utility by fixing the details. Figuratively speaking, we change 
the relief of a restricted area but try to preserve local data distribution. 

3 Theoretic Background 

3.1 General Definitions 

Let the microfile data be organized in a table similar to Table 1. Here, m  stands for a 

number of respondents, q  stands for a number of attributes, jw  stands for the thj  

attribute, ir  stands for the thi  record, ijz  stands for a microfile data element. 
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Table 1. Microfile data 

 1w  2w  … qw  

1r  11z  12z  … 1z q

2r  21z  22z  … 2z q

… … … … … 

mr  1mz  2mz  … zmq  

 
Solving group anonymity problems implies redistributing elements ijz  according 

to some purpose. Let us formally set a corresponding task. 
We will denote by vS  a subset of a Cartesian product 

1 2
...v v vl

w w w× × ×  of 

Table 1 columns. Here, iv , 1,i l=  are integers. We will call an element ( ) ,v
vks S∈  

1, ,v vk l l l= ≤  a vital value combination because such combinations are vital for 

solving our task. Respectively, each element of ( )v
ks  will be called a vital value, and 

v j
w  will be called a vital attribute. 

Group anonymity is gained through redistributing records with specific vital value 
combinations. E.g., to redistribute "Middle-aged women" we need to take "Age" and 
"Sex" as vital attributes. 

We will also denote by pS  a subset of microfile data elements ipz  corresponding 

to the thp  attribute, 1,ip v i l≠ ∀ = . Elements ( ) ,p
pks S∈  1, ,p pk l l l= ≤  will be 

called parameter values, whereas thp  attribute will be called a parameter attribute. 

We call it this way becaues we will use it to divide microfile records into categories. 
For instance, having taken "Region" as a parameter attribute, we obtain groups of 

residents living in particular area. 
Thus, providing group anonymity actually means redistributing records with 

particular vital value combinations over various parameter values. 
Having defined attributes, we need to calculate the number of microfile records 

with a specific pair of a vital value combination and a parameter value. In many cases, 
absolute numbers do not provide important information on data distribution features 
and are not representative. Thus, modifying them can guarantee data privacy but 
surely leads to siginificant loss of data utility. 

On the other hand, redistributing ratios sounds like a much better idea. That's why 
we need to divide the absolute numbers by the overall number of records in the same 
group. E.g., to protect "Middle-aged women", we can divide their quantity by the 
overall number of "Women", or "Middle-aged people", or even "People" in general 
(coming from a particular task to be completed). Obtained ratios can be gathered in an 
array 1 2( , ,..., )nc c c c=  which we will call a concentration signal. 

According to Section 1, we need to construct a new concentration signal 

1 2( , ,..., )nc c c c=  by redistributing the wavelet approximation of signal c . At the 
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same time, we need to preserve data utility by fixing the signal mean value  

(
1 1

n n

i i
i i

c c
= =

=∑ ∑ ) and wavelet details (or altering these details only proportionally). 

In the next subsections, we will examine an appropriate method. 

3.2 Wavelet Transform Basics 

In this subsection we will revise general wavelet theory results necessary for the 
subsequent explanations. For a detailed information, refer to [22]. 

Let us call an array 1 2( , ,..., )ns s s s=  of discrete values a signal. Let a high-pass 

wavelet filter be denoted as 1 2( , ,..., )th h h h= , and a low-pass wavelet filter be 

denoted as 1 2( , ,..., )tl l l l= . 

If to denote a convolution by ∗ , and a dyadic downsampling by 2n↓ , we can 

perform signal s  one-level wavelet decomposition as follows: 

1 12 2;n na s l d s h↓ ↓= ∗ = ∗ . (1) 

In (1), 1a  is an array of approximation coefficients at level 1, whereas 1d  is an array 

of detail coefficients at the same level 1. 
Also, we can apply (1) to 1a  receiving approximation and detail coefficients at 

level 2. In general, to obtain approximation and detail coefficients at any level k , we 
need to apply (1) to the approximation coefficients at level -1k : 

2 2 2 2 2 2 21 1

1

(( ) ) ((( ) )... ; ... )n n n n n n nk k k k

k times k times

a a l s l l d a h s l l h↓ ↓ ↓ ↓ ↓ ↓ ↓− −

−

∗ ∗ ∗ ∗ ∗ ∗ ∗= = = = . 
(2) 

Any signal s  can always be presented as a following sum: 

1

k

k u
u

s A D
=

= +∑ . (3) 

In (3), kA  denotes an approximation at level k , and uD  denotes a detail at level u . 

They can be obtained from the corresponding coefficients as follows: 

2 2(( ) );k k n n

k times

A a l l↑ ↑= ∗ ∗…  
(4) 

2 2 2

1

((( ) ) )k k n n n

k- times

D d h l l↑ ↑ ↑= ∗ ∗ ∗… . 
(5) 

In (4) and (5), ka  and kd  are being dyadically upsampled (which is denoted by 2n↑ ) 

first, and then they are convoluted with an appropriate wavelet filter. 
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When the length of s  is odd, performing dyadic downsampling becomes 
ambiguous. To get over this collision, we need to somehow make the signal length 
even. It can be done either by removing an element from the signal, or by adding 
a new one to it. Since removing elements always involves loss of data, adding a new 
sample is a lot more acceptable. In our opinion, extending the signal symmetrically 
(either leftwards or rightwards) seems to be the most adequate solution. 

3.3 Modifying Approximations and Fixing Details 

As we mentioned in Subsection 3.1, the approximation kA  needs to be modified 
somehow. Coming from (4) and (5), the approximation depends only on the 
approximation coefficients, and the details depend only on the detail ones. Therefore, 
preserving the detail coefficients at level k preserves the details at any level below k. 
Respectively, by modifying approximation coefficients at level k we can modify the 
approximation at level k. 

There exist two totally different approaches to transforming kA . We called the first 
one an extremum transition approach. Applying it means performing such a modification 
that the resultant approximation's extremums totally differ from the initial ones. The 
other approach is called an "Ali Baba's wife" approach. Its name sends us back to the 
collection of the Middle Eastern and South Asian stories and folk tales "One Thousand 
and One Nights". One of the tales says that Ali Baba's wife marked all the houses in the 
neighborhood with the same symbol the thieves used to mark Ali Baba's house with. 
Having done that, she saved Ali Baba from an inevitable death. In terms of our paper, it 
means we do not eliminate existing extremums but add several alleged ones. 

But, nobody can predict how changing the approximation coefficients  will change 
the approximation without additional information. That's why we need to get such 
information about the signal. 

3.4 Applying Wavelet Reconstruction Matrices to Modifying Approximations 

It is known that WT can be performed using matrix multiplications [22]. In particular, 
we can rewrite (4) as follows: 

k rec kA M a= ⋅ . (6) 

We will call recM  a wavelet reconstruction matrix (WRM). It can be obtained 

consequently multiplying appropriate upsampling and convolution matrices. 
Now, let us apply WRM to solving our main task. As it was mentioned before, we 

need to find new approximation coefficients ka . The structure of recM  always makes 

it possible to find appropriate solution (an illustrative example will be showed in the 
next section). After having chosen new coefficients, we can obtain a new 

approximation kA  using (6). Then, we need to add kA  and all the signal c  details. 

As a result, we get a new concentration signal c . 
According to Subsection 3.2, when the signal length is odd, we need to 

symmetrically extend it. In this case, it is necessary to ensure that the resultant signal 
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c  is also a symmetric extension of any other odd-length signal. This means border 
signal elements have to be equal. We can always achieve that by fixing the difference 
between appropriate approximation values. 

Besides, some c  elements can turn out to be negative. Since ratios cannot be 
negative, we have to make all c  elements positive (e.g., by adding to each of them a 
reasonably large value). But, in return we will get the signal with a completely 
different mean value. The only opportunity to overcome this problem is to multiply 
the signal by an appropriate value. Due to the algebraic properties of the convolution, 
both details' and approximation's elements will also be multiplied by the same value. 
This means the details will be changed proportionally, which totally suits our task 
definition requirements. 

4 Experimental Results 

To show the proposed algorithm in action and stress on its main features, we took the 
UK Census-2001 microfile provided by [3] as the data to analyze. The microfile 
contains information on more than 1,8 million respondents. For our sake, we decided 
to set a task of protecting the scientific professionals and technicians distribution over 
the regions of the UK. The importance of such a task is obvious. Maximums in an 
appropriate concentration signal can possibly lead to exposing the restricted scientific 
research centers which weren't supposed to be revealed. But, by adding alleged 
maximums to the signal we can guarantee that such centers will not be found out. 

According to Subsection 3.1, we have to define both parameter and vital attributes 
and values. Since we intend to change regional distribution of scientists, we took 
"REGNUK" (which is an abbreviation of "Region of the UK") as a parameter 
attribute. Each value of this attribute stands for a particular region, making a total of 
16 regions. Although, in the data extract provided by [3], there is no information on 
the "North", "East Anglia" and "Rest of South East" regions. Therefore, we were able 
to choose only 13 values left as parameter ones. 

We also took "OCC" (which means "Occupation") as a vital attribute. This 
attribute values are three-digit numbers standing for various occupations and 
activities. But, since we're concerned in redistributing people of science only, we took 
just two vital values, i.e., "211" (for "Science Professionals") and "311" (for "Science 
and engineering technicians"). 

The next step is to build up a concentration signal. We counted up all the respondents 
with "Occupation" value "211" or "311" and a parameter value representing every region 
of the UK. These quantities are presented in Table 2 (the fourth row). Afterwards, we 
divided them by the overall number of employed people in each region. 

We got the following concentration signal: 

(0.0143, 0.0129, 0.0122, 0.0140, 0.1149, 0.0141,

0.0142, 0.0128, 0.0077, 0.0100, 0.0159, 0.0168, 0.0110).

c =
 

In the paper, we present all the numeric data with 4 decimal numbers, but all the 
calculations were carried out with a higher proximity. 

As we can see, the penultimate concentration is maximal. Further on, we will try to 
hide this maximum using "Ali Baba's wife" approach. 
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Since the resultant signal is of an odd length, we needed to add an additional 
element to it. We decided to symmetrically extend our signal leftwards. 

Then, we used the second order Daubechies low-pass wavelet filter 

1 3 3 3 3- 3 1- 3
, , ,

4 2 4 2 4 2 4 2
l

⎛ ⎞+ +≡ ⎜ ⎟⎜ ⎟
⎝ ⎠

 to perform one-level wavelet decomposition (2) of c : 

1 1 1 1 1 1 1 1( (1), (2), (3), (4), (5), (6), (7))

(0.0188, 0.0186, 0.0184, 0.0189,0.0180,0.0135,0.0223).

a a a a a a a a= =
=

 

The WRM for such a signal is as follows: 
 

0.8365 0 0 0 0 0 -0.1294

0.2241 0.4830 0 0 0 0 0

-0.1294 0.8365 0 0 0 0 0
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0 -0.1294 0.8365 0 0 0 0

0 0 0.2241 0.4830 0 0 0

0 0 -0.1294 0.8365 0 0 0

0 0 0 0.2241 0.4830 0 0

0 0 0 -0.1294 0.8365 0 0

0 0 0 0 0.2241 0.4830 0

0 0 0 0 -0.1294 0.8365 0

0 0

recM = .

0 0 0 0.2241 0.4830
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According to (6), we obtained a signal approximation: 

1 (0.0129, 0.0132, 0.0131, 0.0130, 0.0130, 0.0132, 0.0134, 0.0129,

0.0126, 0.0106, 0.0090, 0.0138, 0.0169, 0.0141).

A =
 

Also, we got a signal detail at level 1 according to (5): 

1 (0.0014, 0.0011, -0.0003, -0.0008, 0.0010, -0.0017, 0.0007,

0.0013, 0.0002, -0.0029, 0.0011, 0.0021, -0.0007, -0.0031).

D =
 

To ensure that the difference between the first two approximation values will persist, 
we had to fix elements 1 1(1), (2)a a , and 1(7)a , because the other 4 coefficients don't 
influence the first two approximation values when performing (6). 

Taking into consideration the recM  elements in different rows, we can always pick 

such coefficients 1â  that multiplication (6) yields different maximums in the resultant 

approximation. For example, if to take 1̂ (0.0188, 0.0186, -2, 0,1, -5,0.0223)a =  we 
receive new maximal values in the 3rd, the 9th, and (as we intended to) the 13th 
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approximation elements. This particular choice isn't a unique one. In general, one can 
pick any other coefficients depending on the desired outcome. 

So, in our case we got a new approximation: 

1
ˆ (0.0129, 0.0132, 0.0131, -0.9618, -1.6754, -0.4483, 0.2588,

0.4830, 0.8365, -2.1907, -4.3120, -1.1099, 0.6657, 0.0141).

A =
 

Having added old details to a new approximation, we got a new concentration signal: 

1 1
ˆˆ (0.0143, 0.0143, 0.0129, -0.9626, -1.6744, -0.4500,

0.2595, 0.4843, 0.8367, -2.1935, -4.3109, -1.1078, 0.6656, 0.0110).

c A D= + =
 

As we can see, some signal elements are negative. To make them all strictly positive, 
we added to each signal element 6.3109 (actually, we could add any other value large 
enough to make the signal positive): 

(6.3252, 6.3252, 6.3238, 5.3484, 4.6365, 5.8609, 6.5704,

6.7952, 7.1476, 4.1174, 2.0000, 5.2031, 6.9765, 6.3220).

c =
 

The only necessary condition we haven't met yet is the equality of corresponding 

mean values. For that sake, we multiplied c  by a coefficient 
14 14

2 2

/ 0.0023i i
i i

c c
= =

=∑ ∑ . 

Here, we took into consideration only 13 last signal elements because the first one 
was added to make signal length even, and doesn’t contain any necessary information. 

The resultant signal is presented in Table 2 (the last row). 
The last step is to obtain new quantities. We have done that by multiplying new 

ratios by a total number of employed people in each region. As quantities can be only 
integers, we had to round them afterwards (see Table 2, the sixth row). 

Table 2. Quantities and ratios distributed by regions 

Column number 1 2 3 4 5 6 7 

Region code 11 13 14 21 22 31 33 
Employed 48591 129808 96152 83085 101891 108120 161395 
Scientists (initial) 695 1672 1176 1163 1171 1524 2294 
Signal c  (initial) 0.0143 0.0129 0.0122 0.0140 0.1149 0.0141 0.0142 
Scientists (final) 699 1867 1170 876 1358 1616 2495 
Signal c  (final) 0.0144 0.0144 0.0122 0.0105 0.0133 0.0149 0.0155 

 

Column number 8 9 10 11 12 13 Mean 
Region code 40 51 52 60 70 80  
Employed 97312 54861 86726 99890 55286 33409  
Scientists (initial) 1246 422 871 1589 927 369 1163 
Signal c  (initial) 0.0128 0.0077 0.0100 0.0159 0.0168 0.0110 0.0129 
Scientists (final) 1582 514 395 1182 877 480 1162.4 
Signal c  (final) 0.0163 0.0094 0.0045 0.0118 0.0159 0.0144 0.0129 
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Though the resultant data completely differ from the initial ones, we preserved 
both mean value and wavelet decomposition details. 

It is important to note that rounding the quantities may lead to some changes in 
wavelet decomposition details. Though, in most cases they are not very significant. 

All that is left to fulfil is to construct a new microfile. We can always do that by 
changing vital values of different records according to the received quantities. 

It is obvious that picking different vital and parameter attributes, or even different 
WRMs, doesn't restrict the possibility of applying the method under review to 
providing group anonymity. 

5 Conclusion and Future Research 

In the paper, we attracted attention to the problem of providing group anonymity 
while preparing microdata. In response to this new challenge, we introduced a totally 
novel wavelet-based method for providing group anonymity in collective data. 

It is significant to state that the proposed method might be combined with those for 
providing individual anonymity without any restrictions. Thus, it can be implemented 
in a real-life privacy-preserving data mining system. 

We beleive that the current paper cannot suggest answers to all the questions and 
problems arising. In our opinion, there exist many other kinds of group anonymity 
tasks to study in the future. 

Apart from it, we can distinguish the following problems: 

- It is important to introduce group anonymity measure. 
- Using different wavelet bases leads to different WRMs, so it is interesting to 

study the opportunities they provide when modifying approximation coefficients. 
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Abstract. One of the most widely used models for large-scale data min-
ing is the k-nearest neighbor (k-nn) algorithm. It can be used for clas-
sification, regression, density estimation, and information retrieval. To
use k-nn, a practitioner must first choose k, usually selecting the k with
the minimal loss estimated by cross-validation. In this work, we begin
with an existing but little-studied method that greatly accelerates the
cross-validation process for selecting k from a range of user-provided
possibilities. The result is that a much larger range of k values may be
examined more quickly. Next, we extend this algorithm with an addi-
tional optimization to provide improved performance for locally linear
regression problems. We also show how this method can be applied to
automatically select the range of k values when the user has no a pri-
ori knowledge of appropriate bounds. Furthermore, we apply statistical
methods to reduce the number of examples examined while still finding a
likely best k, greatly improving performance for large data sets. Finally,
we present both analytical and experimental results that demonstrate
these benefits.

Keywords: data mining, k nearest neighbor, optimal parameter
selection.

1 Introduction

The nearest neighbor algorithm is a powerful tool for finding data similar to
a query example. It is popular because it is simple to understand and easy to
implement, has good theoretical properties and flexible modeling assumptions,
and can operate efficiently in low dimensions with indexes [7,13,3] and in high
dimensions via approximations [1,25]. The nearest neighbor algorithm is used in
applications such as bioinformatics [17], multimedia databases [3], collaborative
filtering [33] and many others. In fact, the k-nearest neighbor (k-nn) algorithm
was chosen as one of the top 10 data mining algorithms in ICDM 2006 [32].

Before using k-nn, a practitioner must select the size of the neighborhood
such that all neighbors are considered similar. The best size will depend on
the application and the data. For k-nn, the neighborhood size is k, the number
of nearby examples that are part of the neighborhood. In other contexts, the
neighborhood size is the radius r of a sphere centered at the query example, and
examples contained in the sphere are neighbors of the query example.

L.M. MacKinnon (Ed.): BNCOD 2010, LNCS 6121, pp. 37–54, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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The choice of k has a large impact on the performance and behavior k-nn mod-
els. A small k allows simple implementation, permits efficient queries, and enjoys
provable theoretical properties [4]. However, larger values of k tend to produce
smoother models and are less sensitive to label noise. Ferrer-Troyano et al. [6]
show that for some data sets the prediction error varied greatly depending on
the value selected for k. Thus, the choice of k must be carefully made for the
task at hand.

While the model selection problem is important, there has been little pub-
lished research on selecting a good k for k-nn-based prediction models. Typically
a practitioner tries several different k values, using cross-validation to measure
prediction loss for each k, and chooses a k which has sufficiently small loss. This
can be a very slow task on large datasets and when there are many possible k val-
ues. Thus, the focus of this work is on automating, accelerating, and extending
this method of selecting k based on cross-validation in varying contexts.

In this paper, we provide algorithms for efficiently determining the best k (the
one having the least prediction loss) under diverse situations. First, we consider
the type of data analysis to be performed, classification or constant regression
versus linear regression. While the first two types are easy to optimize, we show
how to efficiently determine the best k when using linear regression. Second, we
consider the case where the maximum possible best k (denoted K∗) is initially
unknown, and show how to efficiently determine the appropriate K∗. Finally, we
consider the case where the data set is extremely large. Statistical methods allow
us to analyze a small fraction of the data with a high confidence of selecting a k
with an estimated loss very close to that of the best k.

Section 2 contains related work on efficient k-nn search, optimal k selection,
and efficient cross-validation. In Section 3, we present two algorithms for find-
ing the best k within a user-specified range. The first is the näıve algorithm,
which is presented for comparison purposes. The second incorporates a known
optimization to provide clear benefits for some data mining applications. We
provide explanation and analysis of these benefits. In Section 4, we show how
this optimization does not provide the same benefits for locally linear regression
problems, but additional techniques can be applied to achieve the same speedup.
In Section 5, we consider the case of environments without a priori knowledge of
an upper bound on k. Under these circumstances, it is possible for the näıve al-
gorithm to outperform the optimized algorithm. We present a technique with
asymptotic running time better than the näıve algorithm. Section 6 contains a
methodology to apply statistical methods (BRACE [19]) to greatly reduce the
number of examples examined in cross-validation on large data sets. Section 7
gives experimental evidence of the effectiveness of our proposed algorithms. In
Section 8 we conclude with a discussion of our findings in this work, and future
work.

2 Related Work

Cross-validation is a simple and popular method to estimate the loss of a model
in a way that maximizes the use of training data. Rather than just train on one
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subset of the data and estimate loss on the remaining part, cross-validation tries
multiple train/test splits to get an average loss. Cross-validation was popularized
by Stone [26] and Geisser [8]. Two common types of cross validation are leave-
one-out (LOOCV) andm-fold (or k-fold as it’s more commonly called). Inm-fold
cross-validation we partition the training data into m folds, train a model on
m− 1 of the folds and then estimate loss by making predictions on the held-out
fold. This is repeated m times, holding out a different fold each time. LOOCV is
a particular type of m-fold cross-validation where m is the number of examples
in the training set.

LOOCV has been shown to be optimal in the sense of minimizing the squared
prediction error [16]. Ouyang et al. [23] recently showed asymptotic results for
k-nn model selection using cross-validation, in the context of least-squares regres-
sion. Cross-validation can be computationally costly, since it requires training
m models. In Section 3, we exploit the properties of LOOCV to efficiently per-
form k-nn model selection. In the remainder of this section, we review previous
work on speeding up k-nn queries, model selection for k-nn, and speeding up
cross-validation.

2.1 Speeding Up k-nn

The vast majority of work on k-nn involves improving the query efficiency of
finding nearest neighbors. The simplest solution requires O(nd) time to perform
a linear scan on the dataset and O(n log k) to maintain the k nearest neighbors
with a distance-ordered priority queue. Indexing techniques reduce to this time
when d is large, due to the curse of dimensionality [15]. Both memory- and
disk-based indexes have been developed to help with specific types of queries,
including k-d trees [7], R-trees [13] and metric trees [28].

In order to avoid the curse of dimensionality, dimension reduction techniques
such as principal components analysis have been applied [18]. Other efficient ap-
proaches have been developed, including approximate solutions [25,1] and tech-
niques such as locality sensitive hashing [11]. All of these techniques can be used
in conjunction with the algorithm improvements, as these issues are orthogonal
to this work.

There are several papers on using locally adaptive methods for neighborhood
size [30,14,29]. This paper is concerned with finding a globally-best k. Although
there is an obvious application of the technique in this paper to locally adaptive
k-nn, applying the optimization in this environment is ongoing research.

2.2 Selecting k for k-nn

Cover and Hart [4] proved that there exists a distribution for which no choice of k
is better than k = 1. They also showed that the error rate of a 1-nn classifier is at
most twice the Bayes’ rate (the theoretical lower bound). Obviously, k = 1 is not
always the best solution, as Devroye et al. [5] discuss the asymptotic prediction
error bounds of nearest neighbor classifiers as n → ∞ and k/n → 0.
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From an applied perspective, Ferrer-Troyano et al. [6] present a comparison of
k-nn over various UCI datasets, showing that finding a ‘best’ k can be difficult.
They observe that larger values of k produce smaller errors on some datasets,
but low values of k are similar on other datasets. Additionally, some examples
could not be classified correctly for any value of k. They do not mention an
efficient way to determine the best k.

Olsson [22] studied the impact of training size on the best k for text retrieval
problems. On large training sets a broad set of k values were similar, while small
training sets required careful selection of k. The paper uses an algorithm similar
to Algorithm 1, presented in Section 3, for finding the optimal k in each case. As
an aside, our techniques in Section 5, would improve the performance of their
work.

Loop reordering is mentioned briefly in [10] as an efficient means to perform
many k-nn searches over the same data. The authors of Weka [31] implement
the loop reordering presented in Section 4. However, this paper significantly
extends these works by analyzing the efficiency gains, extending the technique
to additional decision models, discovering novel algorithms resulting from the
loop reordering, determining reasonable bounds for k when the maximum is not
known, and using statistical techniques to efficiently approximate k for very large
data sets.

2.3 Speeding Up Cross-Validation

Several techniques have been developed to improve the performance of cross-
validation. Mullin and Sukthankar [21] developed an efficient method of calcu-
lating the ‘complete cross-validation’ error. Complete cross-validation considers
all possible divisions of the data into training and test data, for a fixed training
data size. Their approach uses combinatorics to determine the number of train-
ing sets that would correctly classify a test example. Similar to our approach,
their optimization comes from a view centered on the entire data set, rather
than on the training sets. Their approach is only directly applicable to binary
classification tasks, not for multiclass or regression problems.

Moore and Lee [19] used LOOCV to compare the accuracies of many differ-
ent learning models and to select a best model in terms of minimal loss. Their
approach looks at each example in turn, computing its loss for every model in
contention. Whenever a model is statistically unlikely to be the best, it is elimi-
nated from consideration (called racing). Likewise, if two models are statistically
similar, one is dropped from the competition (called blocking). Combining these
yields their BRACE algorithm, which can usually select a best model without
having to compute the cross-validation loss for every example. We show how the
BRACE method can be used to select the likely best k in Section 6.

Blockeel and Struyf [2] use a technique similar to the loop reordering of this
paper for efficient cross-validation during the decision tree induction process.
They apply each test only once per test example and store the results for each
possible training set that contains that example. This generates a O(m) speedup
(where m is the number of folds). Unfortunately, in some cases, other factors
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Algorithm 1. Naive K-nn
LOOCV(K∗, λ,X, Y )

1: for k = 1 to K∗ do
2: loss(k)← 0
3: for i = 1 to n do
4: N ← KnnQuery(k, xi, X − {xi})
5: s← 0
6: for all j ∈ N do {Sum neigh-

bor labels}
7: s← s+ yj
8: ŷ ← s/k {Prediction is average

of labels}
9: loss(k)← loss(k) + λ(ŷ, yi)
10: return argmink loss(k)

Algorithm 2. Optimized K-nn
LOOCV(K∗, λ,X, Y )

1: loss(k)← 0 for 1 ≤ k ≤ K∗

2: for i = 1 to n do
3: N ← KnnQuery(K∗, xi, X − {xi})
4: Sort(N) {by increasing distance

from xi}
5: s← 0; k ← 1
6: for all j ∈ N do {From nearest to

furthest}
7: s← s+ yj
8: loss(k)← loss(k) + λ(yi, s/k)
9: k ← k + 1
10: return argmink loss(k)

dominate the cost of the execution so that overall performance is not always
improved. Blockeel and Struyf have also proposed methods of parallelizing cross-
validation for more general inductive logic programming tasks [27].

Racine [24] showed how to reduce the computation necessary for cross-
validation of globally linear models, using incremental update techniques. His
work was specifically for ‘h-block’ cross-validation, which is where observations
close in time are assumed to be dependent, and observations that are far apart in
time are assumed independent. In h-block cross-validation, making a prediction
on an observation at time t involves leaving out the examples at times t − h
through t + h. We show in Section 4 how to use the optimized algorithm for
efficiently updating linear models in Racine’s work.

3 Efficient Cross-Validation for Selecting k

To serve as the basis for improved best k selection, we first present Algorithm 1,
a näıve algorithm for best k selection using LOOCV. The algorithm selects a
value of k from a range of values {1 . . .K∗}.

– X ,Y – Domain, range of prediction problem.
– n – Number of training examples.
– X = {x1, . . . , xn | xi ∈ X} – Training examples.
– Y = {y1, . . . , yn | yi ∈ Y} – Training labels.
– K∗ – Maximum reasonable value of k.
– KnnQuery : k × X × Xn−1 → Zk – Search algorithm that finds the k

nearest neighbors of a query example from a dataset with n − 1 examples
(the query example being held out).
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Algorithm 1 runs in O
(
n
∑K∗

k=1 Q(k, n) + nK∗2
)
time, where Q(k, n) is the run-

ning time for finding the k nearest neighbors in a database with n rows. The
summation is not in closed form because Q(k, n) depends on the search algo-
rithm used, which has not yet been specified (see Table 1 for specific examples).
We expect that in most applications the calls to KnnQuery will dominate this
algorithm’s running time. Making a k-nn prediction on held-out xi requires the
following steps:

1. Finding the k nearest neighbors of xi from X − {xi} (line 4). In practice,
to avoid actually removing xi from the search space, we request the k + 1
nearest neighbors of xi and discard xi from the result set.

2. Building a model based on those neighbors, and making a prediction for xi

(in this case, constant regression, lines 5-9 average the labels of the k nearest
neighbors).

These two steps are computationally wasteful, since the cross-validation re-
peats these computations over multiple values of k. For a single held-out example
xi, the innermost loop computes the k = 1 nearest neighbors, then the k = 2
nearest neighbors, etc., as well as summing the labels for these nearest neighbor
sets. Obviously, the nearest neighbors for k = m includes the k = m− 1 nearest
neighbors. Thus, it should be sufficient to search for the K∗ nearest neighbors
of each held-out example only once, and derive necessary information for all
smaller k. This simple observation has been previously exploited (e.g. in Weka)
and provides a speedup for constant regression and classification that will be the
basis of our further optimizations.

3.1 Optimized LOOCV to Select k

Three changes to Algorithm 1 enable a large potential speedup. These key
changes are (1) reordering the nesting of the two outermost loops, (2) search-
ing for all K∗ nearest neighbors at once, and (3) computing label predictions
and loss for each value of k in an incremental fashion. The result is shown in
Algorithm 2.

Algorithm 2 will generally greatly outperform Algorithm 1 because it calls
KnnQuery only once (instead of K∗ times) per held-out example. The algo-
rithm uses the K∗ neighbors to construct the predictions (and losses) for all
k ≤ K∗ nearest neighbors. To do this incrementally, it considers the K∗ neigh-
bors of the held-out example in order of increasing distance from the example.
Thus, Algorithm 2 requires a sort which Algorithm 1 does not. All these trans-
formations incur a negligible amount of extra memory over Algorithm 1.

Algorithm 2 runs in O (nQ(K∗, n) + nK∗ log(K∗)) time. The term nQ(K∗, n)
comes from executing KnnQuery n times, once per held-out example. The term
K∗ log(K∗) comes from the call to Sort, which is also called once for each held-
out example. As before, Q(k, n) represents the running time for the k-nn query
algorithm. In the following subsection, we investigate the difference in running
time between Algorithms 1 and 2 for particular k-nn query algorithms.
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Table 1. Running time comparison for Algorithms 1 and 2 for two different k-nn im-
plementations

k-nn query Q(k, n) Algorithm 1 Algorithm 2 Speedup

Linear scan n log(k) O(n2K∗ log(K∗)) O(n2 log(K∗)) O(K∗)
Tree-based search k log(n) O(n log(n)K∗2) O(n log(n)K∗) O(K∗)

3.2 Algorithm Analyses for Specific Q

There are many ways to implement the KnnQuery algorithm. Significant re-
search has gone into speeding up k-nn queries under different assumptions or con-
ditions, such as low dimension indexes [7,13,28], approximate answers [25,1,15,11],
high-dimensional data [18,15], etc. While there are many possible implementa-
tions, we consider the running times of two typical representatives for comparison
under our proposed cross-validation algorithm. Table 1 shows an analysis of the
running times of Algorithms 1 and 2 when using either a linear scan algorithm
or an efficient tree-based index search for KnnQuery.

The linear scan examines all n − 1 examples from X − {xi} and keeps track
of the k nearest neighbors using a priority queue ordered by distance from the
query example. This leads to a running time of Q(k, n) = O(n log(k)). It may
seem inefficient to scan all examples, but most indexing methods degrade to this
behavior in high dimensions, due to the curse of dimensionality.

Searching a tree-based index, such as a k-d tree, can often be much more
efficient than linear scan, especially in low dimensions and clustered data. It
saves work by pruning branches of the tree based on its current estimate of the
furthest nearest neighbor. Like the linear scan, it also maintains a priority queue
of nearest neighbors. Our empirical evidence strongly suggests that for uniform
data distribution, a simple k-d tree search will yield an expected running time of
O(k log(n)) for exact search of the k nearest neighbors.

For each analysis, we start from the running times of Algorithms 1 and 2 and
use the appropriate form of Q(k, n). The analyses simplify to the given forms
under the natural assumption that n � k. In both cases, Algorithm 2 gives a
speedup of O(K∗) over Algorithm 1. This speedup is conserved over more costly
k-nn implementations, as long as Q(k, n) is polynomial in k and n.

4 Locally Linear Regression Problems

The loop reordering optimization proposed in Section 3 is simple and mentioned
elsewhere [10,31]. It provides benefits for selecting k under different scenarios:
constant regression (as already demonstrated), binary classification, and multi-
class classification. However, the beauty of this algorithm (and the contribution
of this paper), becomes more evident when it is applied in less obvious cases
where it affords advantages not possible under the näıve cross-validation algo-
rithm. One such application is locally-linear regression.
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We can use k-nearest neighbor search in combination with a linear regression
model to form a locally-linear regression model. This model adapts its regression
coefficients based on the location of the desired prediction. Making a prediction
on a query example requires finding its nearest neighbors, fitting a linear model
to the neighbors, and using the model to make a prediction at the query example.

Consider adapting Algorithms 1 and 2 for finding an appropriate k for the
locally-linear regression task. Let Xk ∈ R

k×d represent the matrix of d attributes
from each of the k nearest neighbors, and let Yk ∈ R

k represent the column vector
of output values for those neighbors. Estimating model coefficients for the locally
linear model via least-squares requires finding β̂k = (XT

k Xk)
−1XT

k Yk, which can
be computed in O(kd2).

Algorithms 1 and 2 make the same number of model predictions, namely
nK∗. Thus, computing β̂ in O(kd2) for each model prediction adds a term of
O(nK∗2d2) to the run time of both algorithms. While Algorithm 2 is still faster,
it does not maintain an O(K∗) speedup, since this additional term is added
to both algorithms’ run times. Nevertheless, the optimization unlocks further
possibilities for speedup.

We can improve the performance of Algorithm 2 by incrementally calculating
β̂k+1 from the partial calculations for β̂k, and the (k+1)st neighbor, rather than
calculating it from scratch from all k+1 nearest neighbors. Racine [24] used this
approach for global linear regression. To initialize this process, prior to the loop,
we calculate the value of β̂d (for the first d neighbors). We retain the two parts

used to compute β̂d, i.e. (X
T
d Xd)

−1 and XT
d Yd, and update them during each

iteration.
In particular, XT

k+1Xk+1 = XT
k Xk + xTx, where x is the (k+1)st nearest

neighbor, and xTx is a d × d matrix of rank 1. The key observation is that
the Sherman-Morrison formula [12, p. 50] allows us to calculate the inverse of
XT

k+1Xk+1 from xTx and the (already-computed) inverse ofXT
k Xk in only O(d2)

operations, which is asymptotically faster than taking the inverse of XT
k+1Xk+1

directly.
The other part used in calculating β̂k, namely XT

k Yk, can be updated with
the (k+1)st nearest neighbor to form XT

k+1Yk+1 in O(d) time. Putting together

these two parts, we can compute β̂k+1 incrementally more efficiently than com-
puting it from the original matrices. This reduces the cost of estimating the
linear model coefficients to O(nK∗d2). Thus, with incremental computation of

β̂, Algorithm 2 maintains a speedup of O(K∗) over Algorithm 1. This additional
speedup due to the Sherman-Morrison formula is not possible in Algorithm 1.
In fact, this algorithm demonstrates one of the fundamental properties for im-
proving performance with Algorithm 2– incremental evaluation of the prediction
error.

The model we have discussed is linear in the coefficients of the model. Thus,
we can apply this locally-linear regression speedup to any basis expansion model
that is linear with respect to the estimated coefficients. For example, this speedup
applies directly to polynomial regression.
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5 Execution under Unknown K*

Algorithms 1 and 2 both require K∗ as input. However, in some applications
a reasonable upper bound on k is unknown. For instance, in [22], the best k
is determined when no improvement in the error has been seen for 15 itera-
tions. Fortunately, it is straightforward to modify both algorithms to dynami-
cally determine an appropriate value forK∗. We first introduce a predicate called
nextk(), which examines the results of cross-validation thus far and returns true
as long as a larger value of k is worth examining. In later analysis we assume
the running time of nextk() is negligible.

5.1 Modifications to Determine K*

We modify Algorithm 1 to dynamically determine K∗ by substituting ‘while
nextk() do’ in place of ‘for k = 1 to K∗ do’. This supports both the case where
K∗ is known in advance and the case where it must be determined dynamically.
For example, in [9], K∗ =

√
n, so nextk() would return true while k ≤ √

n.
Alternatively, in [22], where K∗ is unknown, nextk() would return true as long
as k ≤ argmini loss(i) + 15.

In Algorithm 2, it is assumed that K∗ is known. Therefore, our approach is
to wrap the algorithm in an outer loop which chooses K∗, runs Algorithm 2,
and then consults nextk() to determine if K∗ is large enough. If not, the outer
loop doubles K∗ and repeats. This wrapper can start with any value of K∗ that
prior knowledge suggests; otherwise, it starts with K∗ = 1. We investigate the
efficiency of this wrapper under two conditions: the initial guess for K∗ is too
high, or too low. If the initial K∗ is exactly right, then Algorithm 2 keeps the
same O(K∗) speedup over Algorithm 1.

For the remainder of this section, when referring to Algorithms 1 and 2, we
mean the modified versions of these algorithms that dynamically determine K∗

by using nextk(), as described above. We define K∗
N (K∗

O) to be the maximum
value of k considered in Algorithm 1 (2). Note that K∗

N ≤ K∗
O, since K∗

N incre-
ments by one until nextk() returns false, but K∗

O doubles each time.

5.2 When K* Is Larger Than Necessary

If K∗
O is chosen to be larger than necessary, then Algorithm 2 wastes compu-

tation. In particular, KnnQuery searches for more neighbors than necessary.
Until nextk() returns false, however, Algorithm 1 performs more k-nn lookups
than Algorithm 2. Thus, there is a break-even point between the two algorithms.

Using Table 1, with tree-based search, Algorithms 1 and 2 have running times
of O(n log(n)K∗

N
2) and O(n log(n)K∗

O), respectively. This suggests that as long
as K∗

O = O(K∗
N

2), Algorithm 2 is the best choice. Even if K∗
O is too large, it is

unlikely to be a factor of K∗
N too large in practice.

If KnnQuery is a linear scan, the running times for Algorithms 1 and 2 are
O(n2K∗

N log(K∗
N )) and O(n2 log(K∗

O)). In this case, Algorithm 2 will perform

better as long as the initial value of K∗
O = O(K∗

N
K∗

N ), which is likely to be true
in practice unless an initial guess is grossly too large.
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5.3 When K* Is Too Small

When the initial guess of K∗
O is too small, all of the work performed by Algo-

rithm 2 is wasted; K∗
O must be doubled and the process restarted. We double

K∗
O because the penalty for guessing too high is small. Eventually, we reach the

case where K∗
O ≥ K∗

N . Assuming that K∗
O starts at 1, the number of times

that Algorithm 2 must double K∗
O is t = 	log2(K∗

N )
. With the tree-based
search, Algorithm 1 requires O(n log(n)K∗

N
2) time, and Algorithm 2 requires

O(n log(n)
∑t

i=0 2
i) = O(n log(n)K∗

N ) time. Note that this analysis gives the
same result as the analysis of Algorithm 2 in Table 1. This analysis suggests
that Algorithm 2 is still asymptotically faster than Algorithm 1, even when
searching for K∗

O.
When using a linear scan, Algorithm 1 has a running time ofO(n2K∗

N log(K∗
N )),

while Algorithm 2 now requires O(
∑t

i=0 n
2 log(2i)) = O(n2 log2(K∗

N )) time.
Clearly, the wrapped version of Algorithm 2 should outperform Algorithm 1,
even when K∗ is unknown.

If K∗
N is large, larger initial values of K∗

O will improve the performance of
Algorithm 2 (over choosing K∗

O = 1). A larger guess avoids lost work on too-
small K∗

O values. For example, in [22], the desired R-precision influences best k
selection. For high R-precision, the initial guess for K∗ should be 64, while for
lower R-precision, an initial guess of 16 would find the best k with less work.
Other optimization techniques, including parallelization across different values
for K∗

O, are part of our ongoing research.

6 Statistical Methods for Large Data Sets

Although the optimized algorithm improves the performance for finding the best
k by a factor of K∗, the dominant term in the running time is the number of
times KnnQuery must be called. Clearly, reducing the number of queries could
greatly improve the running time of the optimized algorithm over large data
sets.

Selecting the best k can be thought of as selecting the best model from a
set of K∗ models. As such, the BRACE algorithm [19] can be combined with
Algorithm 2 to determine when there is a low probability that any other model
will have a lower loss than the selected value of k. We denote this new algorithm
as Alg 2+BRACE. BRACE eliminates models which are unlikely to be the best
by regular statistical comparisons. Models may be eliminated before seeing all
the examples. BRACE assumes that model losses are distributed independently
throughout the dataset. As a result, the best k returned by Alg 2+BRACE may
not be the same as under the Algorithm 2, but it is likely to have a very similar
loss value.

Alg 2+BRACE requires two parameters to determine the likelihood the chosen
model is the best. Larger values for these parameters yield quicker results, but
with greater probability that the selected model does not have the lowest loss.
The hypothesis test error rate δ indicates the probability of making an error on
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eliminating a model. The loss indifference parameter γ defines the range of loss
values within which two models are considered similar. Alg 2+BRACE works as
follows:

– Start with an initial K∗.
– For each k maintain a status (active/inactive) and two sufficient statistics:

the sum of prediction losses, and the sum of the squared prediction losses
(on examples seen thus far).

– After each interval of t examples, compare each pair of active k values using
hypothesis tests. If some k is unlikely to have significantly lower loss than
another, mark k as inactive.

– If two values of k are determined to have similar loss, mark the greater k as
inactive

– Reduce K∗ to the largest active k.
– Stop if only one k is active or all examples have been examined. Choose the

active k with minimum loss.

This algorithm has the potential for computational savings by reducing K∗

whenever possible, and also by stopping before examining the entire training
set. However, it does introduce overhead in the hypothesis testing and, to a
much lesser extent, in the maintenance of additional statistics. The hypothesis
testing is between all pairs of models, resulting in O(K∗2) model comparisons.
The hypothesis tests can be applied after the examination of each example, but
the number of models eliminated per example is typically very small. Thus, we
introduce an interval, t, as the number of examples processed before the hypoth-
esis testing is applied. Optimal selection of t is ongoing work.

Experimental results (Section 7.3) indicate this overhead can be significant for
small data sets, causing Alg 2+BRACE to be slower than Algorithm 2. However,
with an application specific well-chosen t and large data sets, the savings far
outweigh the overhead.

7 Experimental Results

We now consider the running time of Algorithms 1 and 2 under various con-
ditions. We report three categories of experiments: when K∗ is known; when
K∗ is unknown; and when applying the BRACE algorithm. When K∗ is known,
we compare the running times of these algorithms on several classification and
regression datasets, including using the Sherman-Morrison improvement. When
K∗ is unknown, we compare both the linear scan and tree-indexed approaches.
For BRACE, we use one very large regression dataset, allowing us to compare
it directly with algorithm without BRACE. The datasets we used are (see also
Table 2):

Magic04 is a binary classification dataset from the UCI repository with 19,020
examples, each having 10 features. This data comes from a Monte Carlo
simulation of high-energy gamma particles. The task is to predict whether a
record indicates a gamma particle or background noise.
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Table 2. A summary of the experiments according to dataset, size, task, and imple-
mentation. The two implementations are ANN tree-based index search [20], and linear
scan which examines every example. Note that we test sine10d on two different tasks.

dataset n d # predictions task KnnQuery

K∗ known magic04 19,020 10 19,020 binary classification tree index (ANN)
(section 7.1) sine10d 10,000 10 10,000 locally constant regression tree index (ANN)

sine10d 10,000 10 10,000 locally linear regression tree index (ANN)
Netflix 480,189 17,770 100,480,507 locally constant regression linear scan

K∗ unknown sine4d 10,000 4 10,000 locally constant regression tree index (ANN)
(section 7.2) sine32d 10,000 32 10,000 locally constant regression linear scan

BRACE (7.3) sine2d 10e3 - 10e7 2 10e3 - 10e7 locally constant regression tree index (ANN)

SineXd represents a set of similar synthetic regression datasets having 2 ≤
X ≤ 32 features. Each feature is drawn from the [0, 1] uniform distribution.
Denoting feature j of example i as xij , we generate the label for xi as yi =

sin(
∑X

j=1 x
2
ij) + ε, where ε ∼ N (0, 0.05).

Netflix is a large, sparse regression dataset. It contains 480,189 users who have
provided 100,480,507 ratings of 17,770 movies. The goal is to predict a user’s
movie rating, based on ratings other similar users gave that movie. User
similarity is based on Pearson correlation between the ratings on movies
both users have rated (excluding the query movie). Each rating requires a
k-nn query for prediction.

Our primary focus is on running time rather than prediction accuracy. Thus,
these large datasets which cover a wide range of prediction tasks are sufficient
for showing the speedups of the proposed methods.

Our experiments run on a four-core, 3 GHz Intel Xeon with 8 GiB of RAM
running Linux 2.6. We use the Approximate Nearest Neighbor (ANN) library [20]
as a k-d tree search algorithm for k-nn queries on low-dimensional datasets. For
high-dimensional datasets, we use a linear scan algorithm, and on the Netflix
dataset we optimize the fact that there are multiple similar k-nn queries per
user. Further, we parallelized the Netflix experiment across four processors. For
experiments comparing known and unknown K∗, we report only running times,
since both algorithms produce the same cross-validation results. Figure 3 reports
the differences in best k reported using Alg 2+BRACE.

7.1 Experiments with Known K*

Figure 1 shows the relative speedup of Algorithm 2, defined as the time for
Algorithm 1 divided by the time for Algorithm 2. Each experiment performed
LOOCV for varying values of K∗. Clearly, the optimization gives vast improve-
ments in running time in each task, allowing searches over much larger values
of k much more quickly. For instance, we could search with K∗ = 250 with
Algorithm 2 in less time than it takes Algorithm 1 to search with K∗ = 30.

For the locally linear regression experiment, we implemented two versions of
Algorithm 2 – one that recomputed the linear model each time, and one that
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Fig. 1. These graphs show the relative speedup of Algorithm 2 over Algorithm 1 for
three datasets. Each line shows speedup: the time of the slower algorithm divided by
that of the faster algorithm. Speedup is linear with K∗ for classification, constant
regression, and linear regression with the Sherman-Morrison incremental evaluation.

used the Sherman-Morrison incremental calculations discussed in Section 4. The
Sherman-Morrison optimization yields significant additional speedup, and is not
possible with the original algorithm.

We ran the parallel optimized algorithm on the Netflix dataset with K∗ = 500
in 78 wall-clock hours (310 CPU hours). This was with a linear scan-based k-
nn algorithm; a highly optimized algorithm should be able to easily handle the
entire dataset even more quickly. For a fixed k, there are over 100 million rating
predictions to make. Trying K∗ = 500 predictions per user rating meant that
the algorithm actually made 50 billion predictions in that time – approximately
180,000 predictions per wall-clock second. We did not run the näıve algorithm
on this dataset, which we predict would take about 2.2 wall-clock years (based
on relative speeds observed in other experiments).

7.2 Experiments with Unknown K*

For the algorithms in Section 5, we verify the analysis with experiments on both
low dimensional data with effective indexes and high dimensional data using a
linear scan. In all cases, 10,000 examples are used. Table 2 reports additional
details of the experiments.

Figure 2 reports the results of our experiments. Each line represents a different
initial guess for K∗

O (1, 8, 32 and 128). The x-axis represents the range of values
for K∗

N . A point on the line represents the speedup of Algorithm 2 over 1. Note
the jagged lines for most initial guesses – the drops correspond to those points
where Algorithm 2 restarts with a larger K∗, so the work up to that point is
wasted. As predicted, the better the initial guess, the better the performance
gain.

As K∗
N increases, even vaguely reasonable guesses for K∗

O give significant
speedup. The middle graph provides greater detail of the rectangle in the left
graph, showing those conditions which allow Algorithm 1 to outperform Algo-
rithm 2. Points below the line speedup=1 (middle graph only) indicate these
conditions, e.g., an initial guess of a very large K∗

O results in poor performance,
if K∗

N actually is small. However, an initial guess of K∗
O = 1 performs at least
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Fig. 2. The running time of Algorithm 1 divided by the running time of Algorithm 2
for various ranges of K∗

N . The task is constant regression. The data have 4 dimensions
(indexed search) or 32 dimensions (linear scan). Each line is a different initial guess for
K∗

O. The rectangle in the left graph is blown up to give the middle graph. Note that
the initial guess of 128 outperforms a guess of 32 when K∗

N ≥ 33. This is exactly the
point where a new K∗

O is required. This implies that the best performance comes from
an intelligent, sufficiently large initial guess.
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Fig. 4. The left plot shows the speedup
of using BRACE with Algorithm 2. The
right plot shows the percentage of exam-
ples that BRACE examines. Both are on
a log-log scale. The speedup plot shows a
line at speedup=1. For large datasets using
BRACE gives 100-fold speedup.

as well as the Algorithm 1 under all conditions except when K∗
N = 3. In the

right graph, the performance gains are even higher because the linear scan k-nn
search is even more costly (relative to other cross-validation calculations) than
an indexed search.

7.3 Experiments with BRACE

We perform a number of experiments combining the BRACE algorithm with Al-
gorithm 2 to see how much further the model selection process can be accelerated.
We compare Algorithm 2 for selecting k in k-nn search with the Alg 2+BRACE
version. We use 0.001 for both BRACE parameters γ and δ, and compare models
every 10 examples. We show average performance over 20 synthetically gener-
ated versions of the sine2d dataset. Alg 2+BRACE produces an extremely fast
model selection algorithm for k-nearest neighbor search. While the two versions
do not always choose the same k, the chosen k gave nearly the same loss, so
that the average loss Alg 2+BRACE is always within 0.003 of the best loss.
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Figure 3 shows the results over various dataset sizes of the chosen k and the
resulting losses, which are indistinguishable due to overlap.

Figure 3 shows that the LOOCV-selected k increases as n increases. The rea-
son for this is as n increases the density of samples across the domain increases,
and so does the expected number of neighbors within a fixed radius of any point.
Nearby neighbors in regression tend to have the same labels, so using more neigh-
bors in a denser space is beneficial. In this experiment the best k for small n is
still a good k for larger n in terms of providing low loss, it’s just that an even
larger k provides even lower loss for large n.

Despite giving nearly equal losses, Alg 2+BRACE was much faster for large
datasets. Figure 4 shows the computational speedup as well as the percentage
of the total dataset that Alg 2+BRACE examined. Recall that Alg 2+BRACE
stops execution early if it determines a single best k, so on large datasets it
usually will stop before it has examined all the examples. Indeed, the second
plot shows that as n increases, the percentage of the dataset examined drops
dramatically. The details are even more surprising – as n increases, the total
number of examples that BRACE examines initially increases, and then actually
decreases. While this might seem counter-intuitive, there’s a good reason.

On this dataset (and likely most regression datasets) the best k is positively
related to n. When comparing two model’s estimated losses, BRACE’s hypothe-
sis tests use both the difference and the variance of the difference. This variance
tends to go down as more examples are examined, at a rate of 1/

√
i for i exam-

ples. When k is large, regression noise tends to average out, resulting in lower
prediction variance. When the best k is small, BRACE has a difficult time dif-
ferentiating between the various k values because their predictions tend to have
high variance. Thus BRACE must examine many examples until the estimator
variance is low enough to cause a significant test, thus eliminating a model.
When the best k is large, small values of k are quickly eliminated because their
errors are significantly larger. Then, deciding among different large values of
k proceeds quickly, because the variance between them is low. BRACE’s in-
difference parameter γ helps speed up this process significantly by eliminating
near-identical models.

8 Conclusion

We present detailed analysis and experimental evidence for improving k-nn
model selection. Given a maximum reasonable k value, called K∗, the optimized
algorithm is O(K∗) faster than the näıve algorithm for leave-one-out cross-
validation. This speedup holds for both indexed and linear-scan k-nn queries.
The optimization enables additional performance enhancements, such as using
the Sherman-Morrison formula for incremental calculations in locally linear re-
gression tasks.

When K∗ is not known a priori, we present an algorithm to efficiently find
it, given a stopping criterion. It starts with an initial guess for K∗ and doubles
K∗ if the criterion has not been met. This adaptive version still has asymptotic
running time less than the naive algorithm.
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Finding the k-nn for very large datasets is computationally demanding. The
BRACE algorithm [19] can be combined with Algorithm 2 to both reduce the
number of examples examined and K∗. The resulting algorithm provides dra-
matic additional speedup for large data sets.

Although the results we have shown in this paper are significant, additional
issues include:

– Search for K∗ with a number of parallel processes which use different K∗

values (using powers of two). All machines terminate when any finds a sat-
isfactory K∗.

– Leave-one-out cross validation is easy to optimize, but m-fold and h-block
cross-validation appear more difficult. This is especially true when using
indexes such as k-d trees.

– In this work we considered the problem of finding a single best k. We would
like to apply this optimization to locally adaptive k-nn problems [30].

– When the underlying dataset is changing, as in a large dynamic database,
the question arises of how to efficiently maintain the best k.

– A key to efficiency in the optimized algorithm is the fact that nearest-
neighbor models are nested. We would like to explore speedups in other
similarly structured models.

Although the basic ideas behind Algorithm 2 are straightforward and known,
their implications are significant and underexploited. The optimization allows
far more values of k to be considered in the same amount of time. It also allows
further optimizations such as Sherman-Morrison, and it surprisingly outperforms
Algorithm 1 in the case where K∗ is unknown. Finally, BRACE provides signif-
icant additional speedup by avoiding examining all examples. Combined, these
ideas provide a powerful tool for practitioners to automatically perform k-nn
model selection easily and efficiently.
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Abstract. Decision tree algorithms such as See5 (or C5) are typically
used in data mining for classification and prediction purposes. In this
study we propose EXPLORE, a novel decision tree algorithm, which is a
modification of See5. The modifications are made to improve the capabil-
ity of a tree in extracting hidden patterns. Justification of the proposed
modifications is also presented. We experimentally compare EXPLORE
with some existing algorithms such as See5, REPTree and J48 on several
issues including quality of extracted rules/patterns, simplicity, and clas-
sification accuracy of the trees. Our initial experimental results indicate
advantages of EXPLORE over existing algorithms.

Keywords: Data Mining, Classification Algorithm, Decision Tree.

1 Introduction

Advances in information processing technology and storage capacity have en-
abled collection of huge amount of data for various data analyses. Data mining
techniques such as classification and clustering are often applied on these data
sets to extract hidden information. In this study, we consider a data set as a
two dimensional table where rows are individual records and columns are the
attributes. We consider that a data set can have mainly two types of attributes;
numerical (such as Age and Salary) and categorical (such as Educational quali-
fication and Country of Origin).

A data set can have any number of numerical and categorical attributes. In
order to produce a decision tree, one of the categorical attributes is considered
as the class attribute that classifies or labels the records, and all other attributes
are considered as classifier attributes. A decision tree algorithm is used to explore
the logic rules (patterns) that represent relationships between various classifier
attributes and the class attribute. It produces a decision tree having nodes and
leaves as shown in Figure 1. The rectangles are nodes and the ovals are leaves
which are numbered from 1 to 7 in the figure. Each node tests an attribute. If the
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attribute tested in a node (i.e. the test attribute of a node) is numerical (such
as Income) then typically there are two edges from the node. One of the edges
is labeled “> c” while the other edge is labeled “<= c”, where c is a constant
drawn from the domain of that attribute. The constant “c” is also known as the
splitting point for the attribute Income. On the other hand, if the attribute is
categorical (such as Country) then there are typically a few edges from the node,
each labeled by a categorical value drawn from the attribute domain. The edges
protruding from a node typically divide the data set into mutually exclusive
partitions.

Each leaf of the tree has a class value associated with it. In a homogeneous
leaf all the records belonging to the leaf have the same class value. However, in a
heterogeneous leaf the records have different values for the class attribute [4], [2].
In Figure 1, Leaf 1 has 70 records. All of the records belonging to the leaf have
Toyota as the value of the class attribute “Car Make”, in the training data set
i.e the data set where the tree has been obtained from. However, Leaf 6 is a
heterogeneous leaf having 12 records out of which 7 do not have Holden as the
class value.

Toyota
70

Nissan
27

Eng. USA Aust.

Income
  Ford

10/4

Holden

Toyota

Marital

Married

Toyota
5

1
2

3

4
5

6 7

Unmarried

5

<43.5 >=43.5

Div. Sep

Holden
12/7 15/4

Country

Fig. 1. An example decision tree obtained from a synthetic data set called MCSD

A decision tree is typically used for knowledge discovery as it explores pat-
terns (logic rules) from a data set. It can also be used to predict the class of an
unlabeled record. For example, a decision tree can be built from a health data
set having attributes on various health information (such as blood pressure and
cholesterol) and a class attribute, say Diagnosis of Disease. The logic rules pro-
duced by the decision tree can then be used to predict the class value (diagnosis)
of a new patient based on his/her health information.

See5 [8], [9] is one of the most commonly used decision tree algorithms. In
this study we propose EXPLORE: a novel decision tree classification technique,
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which is a modification of See5 algorithm. The main focus of the proposed al-
gorithm is to extract some hidden patterns that are generally overlooked by
existing algorithms.

EXPLORE extends the See5 algorithm by introducing new splitting criteria
for both numerical and categorical test attributes while searching for the best
test attribute of a node. It also uses a new measure called Ultimate Gain Ratio
instead of Gain Ratio that is used in selection of a test attribute. We explain
the properties of EXPLORE in detail in Section 3. However, in short, for a
numerical attribute a data set is divided into two partitions based on the best
window (instead of just a splitting point) of the numerical values. This splitting
criterion allows to capture patterns involving a window of values of a numerical
attribute. For example, in a data set if there is a specific tendency (such as buying
a particular product) within the people having age between 20 and 30 years then
EXPLORE aims to pick the pattern clearly by choosing the numerical window
(20 to 30) for attribute ”Age” in the logic rule. Traditional algorithms may find
it difficult to extract the pattern by splitting Age into two partitions such as
greater than 30 and less than 30. However, a similar approach of using numerical
window was taken by an existing technique [1] in the context of association rule
mining.

The second property of EXPLORE is related to categorical attributes. For
a categorical attribute it divides a data set into two partitions based on an at-
tribute value instead of all values of the attribute. For example, if it is strongly
evident from a data set that all academics are inquisitive and people of any other
profession are equally divided between inquisitive and non-inquisitive group then
traditional algorithms would not generally extract the pattern involving aca-
demics and being inquisitive. Traditional algorithms would rather choose an-
other attribute A={a1,a2} where say 70% people having a1 are inquisitive and
say 70% people having a2 are not inquisitive. However, EXPLORE aims to ex-
tract the pattern involving the academics as the pattern is very strong. Another
property of EXPLORE is that it favours a pattern involving a bigger segment.
EXPLORE uses Ultimate Gain Ratio instead of just Gain Ratio that is used in
some existing algorithms.

If a data set has some patterns involving a window of numerical values and/or
a categorical value (instead of all values of an attribute) then EXPLORE can
be very useful to extract such hidden patterns from the data set. We have ex-
perimentally compared EXPLORE with several existing algorithms including
See5, J48 and REPTree on various issues such as quality of extracted pattern,
simplicity of the obtained tree, accuracy and significance of the patterns. Our
initial experimental results indicate clear advantages of EXPLORE over some
existing algorithms, in this context.

In the next section we give a brief introduction to See5 algorithm. In Section 3
we present various steps of our decision tree algorithm. Experimental results have
been presented in Section 4. Section 5 provides concluding remarks and future
research plan.
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2 Background Study

There are many classification algorithms in the literature [8], [9], [5], [6], [2].
Since, our proposed algorithm (EXPLORE) is similar to See5, we briefly intro-
duce See5 in this section before we present EXPLORE in the next section.

See5 is an entropy based decision tree algorithm that takes a divide and
conquer approach. Using the following notations we illustrate the basic steps of
See5 for constructing a decision tree [8], [9], [2].

D - whole data set.
T - an attribute with n number of mutually exclusive outcomes T1, T2, ... ...

Tn.
c - number of classes i.e. the domain size of the class attribute.
p(D, j) - proportion of records in D belonging to the jth class.
Di ⊆ D - the partition of the data set where all records have Ti for the attribute

T .
|Di| - size (number of records) of the partition Di.

See5 first calculates the entropy (i.e. the uncertainty about the class value of a
record) of the whole data set (D) as follows.

I(D) = −
c∑

j=1

p(D, j)log2(p(D, j)). (1)

If T is a categorical attribute, See5 in the next step calculates entropy within
a segment (of the data set) where all records have Ti for T . It calculates the
entropy as follows.

I(Di) = −
c∑

j=1

p(Di, j)log2(p(Di, j)). (2)

Therefore, the weighted entropy of the whole data set when attribute T is tested
at the first node is as follows.

I(D,T ) = −
n∑

i=1

|Di|
|D| × I(Di). (3)

However, if T is a numerical attribute (instead of a categorical attribute) having
a domain [l, u] then the records are first re-arranged so that values of T are
placed in ascending or descending order. The data set is then divided into two
partitions D1 and D2 based on a splitting point p so that the domain of T in
D1 is [l, p] and D2 is [p+ 1, u], where p+ 1 means the next higher value to p in
the domain. I(D,T ) is then calculated as follows.

I(Di) = −
c∑

j=1

p(Di, j)log2(p(Di, j)), for1 ≤ i ≤ 2. (4)
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I(D,T ) = −
2∑

i=1

|Di|
|D| × I(Di). (5)

I(D,T )s are calculated for all possible splitting points of a numerical attribute T .
Finally, the minimum I(D,T ) is considered as the I(D,T ) of T and the splitting
point that produces the minimum I(D,T ) is considered as the best splitting
point of T .

The reduction of entropy, as a result of choosing an attribute T (numerical or
categorical) as a test attribute, is considered as the gain of information for the
attribute. The gain is calculated as follows.

Gain(D,T ) = I(D)− I(D,T ). (6)

Gain(D,T ) of an attribute T is influenced by the domain size of T and will
be maximal when there is only one record in each subset Di. Therefore, the
above mentioned information gain calculation favours the attributes with bigger
domain sizes over those having smaller domain sizes. In order to minimize this
undue favour, gain ratio (instead of information gain) of the attribute is used
for the selection of the test attribute for the node. Gain ratio is calculated as
follows.

GainRatio(D,T ) =
I(D)− I(D,T )

Split(D,T )
. (7)

The split information of an attribute Split(D,T ) generally increases when an
attribute has bigger domain size. Split information of each attribute is calculated
as follows.

Split(D,T ) = −
k∑

i=1

|Di|
|D| × log2

|Di|
|D| , (8)

where the domain size of T , |T | = k.
Finally, out of all non-class attributes the one having the highest gain ratio

is chosen as the root node of the decision tree. If the chosen attribute T is a
categorical attribute having the domain size |T | = k then the data set D is
divided into k mutually exclusive partitions D1, D2 ... ... Dk. On the other hand
if the chosen attribute T is a numerical attribute with domain [l, u] then the
data set D is divided into two partitions D1 and D2 using the best splitting
point of T .

Once the test attribute for the root node of a decision tree is chosen, the
same processes (as explained above) are repeated recursively on each partition
of the data set until a termination condition is met. Examples of user defined
termination conditions can be having the same class value for all records within
a partition, lack of enough records in a partition, and not having a gain ratio
greater than a threshold [8,9]. Suitable termination conditions can be chosen to
obtain a useful decision tree.
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3 Our Technique

The proposed decision tree classification technique (EXPLORE) is a modifica-
tions of the existing See5 algorithm. We first mention the main properties of
EXPLORE as follows, and then explain each of them in detail.

1. For a numerical attribute, EXPLORE divides a data set into two partitions
using the best window instead of a splitting point.

2. For categorical attributes, it chooses the test attribute of a node based on an
attribute value instead of all values of the attribute.

3. It uses Ultimate Gain Ratio (UGR, explained later) instead of the Gain Ratio.
4. It can use a minimum window size to ensure statistical significance of the

result. (Some existing algorithms also have similar property.)
5. It can use a user defined threshold for Ultimate Gain Ratio (UGR) as a

termination condition. (Some existing algorithms also have similar threshold
based property.)

Property 1: For a numerical attribute, EXPLORE divides a data set
into two partitions using the best window instead of a splitting point.

While testing a numerical attribute as the test attribute of a node, EXPLORE
divides the data set into two partitions based on the best window of the numer-
ical attribute, instead of the best splitting point (as explained in Section 2). For
example, if the domain of a numerical attribute T is [l, u], EXPLORE looks for
the window W = [w1, w2], where l ≤ w1 ≤ w2 ≤ u, producing the maximum
information gain. It then divides the data set into two mutually exclusive parti-
tions where in one partition the domain of T is [w1, w2] and in the other partition
the domain is ⊆ [l, u], but not ⊆ [w1, w2]. We explain the process as follows.

Let us assume that the domain of a numerical attribute “Age” is [20,60]. First
LocalI(D[20]), the entropy in the segment of the data set where for all records
Age=20, is calculated as follows.

LocalI(D[20]) = −
c∑

j=1

p(D20, j)log2(p(D20, j)). (9)

The weighted entropy wLocalI(D[20]) is then calculated as follows.

wLocalI(D[20]) =
LocalI(D20)

log2(log2|D20|) . (10)

Weighted entropy takes the segment size into consideration to favour a pattern
with bigger size i.e greater significance. However, note that LocalI(D20) is di-
vided by log2(log2|D20|) (instead of just |D20|) in order to reduce the effect of
the size on weighted entropy. A justification of using log2(log2|Di|) is given later
while describing Property 3.

We now similarly calculate all weighted entropieswLocalI(D[20,w2]) for all pos-
sible windows [20, w2] where, 20 ≤ w2 ≤ 60. Note that wLocalI(D[20,w2]) is the
weighted entropy in the segment of the data set where for all recordsAge= [20, w2].
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Let us call these weighted entropies as Weighted Local Entropies for various
windows starting from Age=20. We then pick the minimum of these entropies
and call it as the Global Entropy (GlobalI(D20)) for the best window starting
from Age=20. For example, if wLocalI(D[20,32]) is the minimum of all weighted
local entropies then,

GlobalI(D20) = wLocalI(D[20,32]). (11)

GlobalI(D20) is actually the best window starting from Age=20. Similarly,
GlobalI(D21), GlobalI(D22), . . . GlobalI(D60) are calculated. Finally, we pick
the minimum of all of these global entropies. Let us assume that GlobalI(D38)
is the minimum of all GlobalI(Di) where 20 ≤ i ≤ 60. Now, if GlobalI(D38) =
wLocalI(D[38,46]) then it means that the window [38,46] for Age is the best
window as it produces the minimum global entropy. Therefore, we consider
I(D,Age) = wLocalI(D[38,46])×log2(log2|D[38,46]|). Hence, if the attribute “Age”
is chosen as the test attribute for the node, EXPLORE divides the data set into
two mutually exclusive partitions (any record belongs to either of the partitions)
where in one partition a record has Age = 38, 39, 40, . . . or 46 (i.e. the domain
of Age is [38,46]) and in the other partition no record has Age = 38, 39, 40 . . .
or 46.

A decision tree algorithm typically aims to maximize the information gain
in every step where it chooses a test attribute for a node. We argue that for a
numerical attribute, there can be a pocket or window which produces a segment
of the data set having a low entropy and therefore, produces a high information
gain. If we split a numerical attribute into two partitions where in one partition
there will be all values from bottom to the split point and in another partition
the values from the split point to the top (as it is done in traditional approaches)
then we may miss the window that produces the maximum information gain.
Also note that while calculating I(D,Age) we only consider the segment having
the minimum entropy, instead of the both segments and taking the weighted
average of their entropies as in Equation 5. We aim to pick a test attribute
having the minimum entropy (among all attributes) within the segment defined
by the best numerical window of the attribute. Therefore, we do not dilute the
minimum entropy of the segment partitioned by the best numerical window of an
attribute by taking an weighted average of entropies. The entropy of a numerical
attribute I(D,T ) is based on a partition only.

Property 2: For categorical attributes, EXPLORE chooses the test
attribute of a node based on an attribute value, instead of all values
of the attribute.

See5 calculates entropy of a data set, I(D,T ) by calculating the weighted
average of the entropies for each value of a categorical attribute T (see Equation 2
and Equation 3). We argue that due to the averaging out process we may miss
an attribute value which has a very low entropy. For example, let us consider
two categorical attributes A = {a1, a2} and B = {b1, b2, b3}. Let us denote the
entropy of a segment Da1 where all records have A = a1 by I(D, a1).
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Let us assume that I(D, a1) = 0.3, |Da1 | = 50, I(D, a2) = 0.9 and |Da2 | = 50.
Also assume that I(D, b1) = I(D, b2) = I(D, b3) = 0.5, |Db1 | = |Db2 | = 33
and |Db3 | = 34. Using Equation 3 we get I(D,A) = 0.6 and I(D,B) = 0.5.
Therefore, See5 picks B as the test attribute as I(D,B) < I(D,A). Due to the
averaging out process we loose the best pattern involving A = a1 that produces
the lowest entropy I(D, a1) = 0.3. EXPLORE aims to extract such natural
patterns. Therefore, EXPLORE picks attribute A (instead of attribute B) as
the test attribute and divides the data set into two partitions regardless of the
domain size of A. One partition contains all records having A = a1 and the
other partition contains records with A �= a1. We argue that with this approach
EXPLORE increases the information gain in every step. Therefore, we expect
to produce shallower trees and extract natural patterns of a data set.

Property 3: It uses Ultimate Gain Ratio (UGR) instead of the Gain
Ratio.

The conventional calculation of gain ratio (Equation 7) does not take the size
(number of records) of a segment into consideration. We argue that if a segment
is much bigger than another segment then it is worthwhile to choose the bigger
segment even if it has a slightly lower gain ratio. Choosing a bigger segment we
aim to discover a more significant pattern. Therefore, EXPLORE uses a new
measure called Ultimate Gain Ratio (UGR) by modifying the equation of gain
ratio. For example, let us consider two categorical attributes A = {a1, a2} and
B = {b1, b2, b3}. If the GainRatio(D, a1) = 1.2, |Da1 | = 30, GainRatio(D, b1) =
0.95 and |Db1 | = 200 then we argue that due to the bigger segment size it
might be worthwhile to choose B (despite its slightly smaller gain ratio) as the
test attribute and split the data set into two partitions where in one partition
B = b1 and in the other partition B �= b1. We now explain Ultimate Gain Ratio
calculation as follows.

Since EXPLORE chooses a test attribute based on the best value, instead of
all values of the attribute, it calculates Gain(D,Ti) instead of Gain(D,T ) as
follows.

Gain(D,Ti) = I(D)− I(Di). (12)

Hence, it calculates the GainRatio(D,Ti) instead of GainRatio(D,T ) as follows.

GainRatio(D,Ti) =
I(D)− I(Di)

Split(D,T )
. (13)

The conventional calculation of gain ratio (Equation 13) does not take the size of
the segment (partition) into consideration. Therefore, we introduce a new term
called Ultimate Gain Ratio (UGR) which is calculated as follows.

UGR(D,Ti) = GainRatio(D,Ti)× log2(log2|Di|). (14)

Note that gain ratio is multiplied by log2(log2|Di|) (instead of just |Di|) in
order to balance the influence of the size on UGR while taking the size into
consideration to favour a pattern with bigger segment size. In order to discover
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Table 1. Test on a suitable UGR calculation

Gain Ratio Size UGR
sqrt |Di| log10 |Di| log10 (log10|Di|) log2 |Di| log2 (log2|Di|)

1.2 30 6.57 1.77 0.20 5.88 2.75

0.4 200 5.66 0.92 0.14 3.06 1.17

0.5 200 7.07 1.15 0.18 3.82 1.47

0.6 200 - 1.15 0.21 4.58 1.76

0.75 200 - 1.72 - 5.73 2.20

0.80 200 - 1.84 - 6.11 2.34

0.90 200 - - - - 2.64

0.95 200 - - - - 2.78

the best multiplying factor we compare various possible factors such as |Di|,√
(|Di|), log10|Di|, log10(log10|Di|), log2|Di|, and log2(log2|Di|) as illustrated

in the Table 1. Column 3 to 7 are the various options that could be used to
multiply Gain Ratio by for calculating UGR. Column 3 to 7 of Row 3 shows
the values of UGR calculated using various multipliers, when Gain Ratio of a
partition (segment) is 1.2 and the size (no. of records) of the partition is 30.
In the following rows of the table we examine the UGR values for various Gain
Ratios of another segment having 200 records. It shows that if we use

√
(|Di|)

to calculate UGR then the UGR for the segment having Gain Ratio only 0.5
is greater than the UGR of the segment having Gain Ration 1.2, due to size
differences between the segments (see Column 3 of Row 3, Row 4 and Row 5).
Therefore, we consider that influence of size on UGR calculation is too high
if we use

√
(|Di|) as a multiplier. We can see from Table 1 that the use of

log2(log2|Di|) minimizes the influence of size the most.

Property 4: EXPLORE can use a minimum segment size (number of
records in a segment) to ensure statistical significance of the result.

EXPLORE can also use a minimum segment size in order to maintain a
statistical significance. If a segment has high UGR but fails to fulfill the user
defined size EXPLORE disregards the segment. This property can be optional
and a user can choose whether to use the property or not. We note that some
existing techniques also use similar property.

Property 5: EXPLORE can use a user defined threshold for Ultimate
Gain Ratio as a termination condition.

EXPLORE can use a user defined threshold of UGR as a termination condi-
tion of the tree generation process. This will restrict further partitioning at
a point if UGR of all of the possible partitions are less than the threshold
value. On the other hand, we can also allow a tree to fully grow and then
use pruning. Growing and pruning a tree may slow down the process but is
often more reliable, since a fully grown tree explores possible partitions more
thoroughly [8].
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4 Experimental Results

We use a synthetic data set called MCSD having five categorical attributes Coun-
try = {USA, Australia, England}, Profession = {Scientist, Academic, Engineer},
Marital Status = {Married, Unmarried, Divorced, Separated}, Status = {Good,
Bad} and Car Make = {Toyota, Ford, Holden, Nissan}. The data set also has a
numerical attribute Income = [20,150]. The synthetic data set has been created
with some predefined rules/patterns (similar to CSD data set [3]). An example
of the patterns is that all records having Car = Holden, and Status = Good
have Income within the range [90,100]. Another example is that 30% of the total
records having Car = Toyota and Status = Good also have the values for the
attribute Income within the range [90,100].

We now introduce the properties of MCSD. Each record of the data set has
been created as follows.

Country of Origin = A value is generated using the following

probability distribution:

40% probability for each of USA and England, 20% probability for Australia;

if (Country of Origin = USA or England){

Profession = A value is generated using the following

probability distribution:

95% probability for Scientist, 3% probability for Academic,

2% probability for Engineer;

Car Make = A value is generated using the following

probability distribution:

40% probability for each of Toyota and Ford, 20% probability for Nissan;

if(Country of Origin = USA) {

if (Car Make = Toyota or Ford) Status = Good;

else Status = Bad;}

if(Country of Origin = England){

if(Car Make = Nissan or Ford) Status = Good;

else Status = Bad; }

} // end of if (Country of Origin = USA or England)

else if (Country of Origin = Australia){

Profession = A value is generated using the following

probability distribution:

40% probability for Engineer, 30% probability for each of Academic & Scientist;

if (Profession = Engineer){

Car Make = A value is generated using the following

probability distribution.

50% probability for each of Toyota and Holden;

Status = Bad; }

else if (Profession = Scientist or Academic){

Car Make = A value is generated with 25% probability for

each of the four possible values (Toyota, Nissan, Ford, Holden);

if (Profession = Scientist) Status = Bad;

else Status = Good; }

} // end of else if (Country of Origin = Australia)
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if (Status = Good and Car Make = Toyota){

30% probability, Income = A random value within [90,100],

40% probability, Income = A random value within [20,90],

30% probability, Income = A random value within [100,150]; }

else if (Status = Good and Car Make = Holden){

Income = a random value within [90,100]; }

else if (Status = Good and Car Make = Ford or Nissan){

58% probability, Income = A random value within [20,90],

42% probability, Income = A random value within [100,150]; }

else Income = A random value within[20,150];

if(Status = Bad and Car Make = Ford or Nissan and Country = Australia)

Marital Status = Married;

else if(Status = Bad){

Marital Status = A value is generated using the following

probability distribution:

33.33% probability for each of Unmarried, Divorced, and Separated; }

else{

Marital Status = A value is generated using the following

probability distribution:

25% probability for each of Married, Unmarried, Divorced, and Separated;}

We apply EXPLORE on MCSD to classify attribute Car. A user defined thresh-
old of 0.15 for UGR is used as the termination condition as explained in Property
5 of Section 3. We also apply See5 (commercial software), J48, and REPTree de-
cision tree algorithms (available fromWeka [7]) on MCSD. The obtained decision
trees are carefully examined and compared.

Figure 2 shows the decision tree obtained from MCSD using EXPLORE to
classify the attribute Car. The logic rules obtained by EXPLORE have been
processed to create the tree. If two consecutive nodes test the same attribute
then those two nodes have been merged in the figure for better representa-
tion. For example, consider the leaves 5, 6 and 7. The last node tested for
these leaves is Marital Status. EXPLORE first divided the data set at this node
level into two partitions where in the first partition we had {Status = Bad} ∧
{Country = Australia} ∧ {Profession �= Engineer} ∧ {MaritalStatus =
Separated} ⇒ {Car = Toyota} and in the second partition we had {Status =
Bad}∧{Country = Australia}∧{Profession �= Engineer}∧{MaritalStatus �=
Separated} ⇒ Car = {Toyota,Holden, Ford,Nissan}. EXPLORE then fur-
ther divided the data set of the second partition into two partitions where in
one partition Marital Status is equal to Married and in the other partition it is
equal to Unmarried or Divorced. Therefore, EXPLORE ends up with two con-
secutive nodes testing the attribute Marital Status. We have merged these two
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Fig. 2. A decision tree obtained from MCSD using our algorithm
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Fig. 3. A decision tree obtained from MCSD using REPTree
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Table 2. Issues and Factors Used in Comparison of Various Algorithms

Issues Factors

Quality of extracted Number of logic rules involving a categorical attribute having
patterns. only one useful value.

Number of logic rules with numerical windows (direct)
Number of logic rules with numerical windows (implied)

Simplicity of Max Depth
the tree Average Depth per Leaf

Total Depth for All Leaves
Average number of nodes per logic rule
having a numerical window.

Performance Classification Accuracy

Significance of Number of leaves having ≥ 70 records.
logic rules Number of leaves having ≥ 90 records.
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Fig. 5. A decision tree obtained from MCSD using See5

nodes for better representation (see Figure 2). Such merging is of course con-
sidered as a part of the EXPLORE algorithm. The decision tree obtained from
MCSD using EXPLORE, REPTree, J48 and See5 are shown in Figure 2, 3, 4
and 5.

Our decision tree (Figure 2) shows some advantages over existing trees. It
extracts some patterns that are either not extracted by other trees or extracted
in a complex form. For example, the pattern extracted in Leaf 3 of our tree (Fig-
ure 2) is not extracted by any other trees obtained by the REPTree, J48 or See5
algorithms. In the logic rule for Leaf 3 of our tree a numerical window from 81
to 124 for the attribute Income is used at the last node. No other trees extracted
the pattern involving the numerical window for the leaf. Moreover, at the node
which is one level above the last node, our tree tests the categorical attribute
Profession. Note that out of three possible values (Engineer, Scientist and Aca-
demic) of the attribute only the value Engineer helps in better classification by
reducing the entropy more than any other values of any attributes. Therefore,
EXPLORE picks the pattern involving the value Engineer. However,the pattern
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Table 3. Comparison of various decision tree algorithms

Factors Decision Tree Algorithms
EXPLORE REPTree J48 See5
Fig. 2 Fig. 3 Fig. 4 Fig. 5

Number of logic rules involving a 4 (4) 0 (1) 0 (1) 0 (1)
cat. attr. having only one useful L:3, L:4
value. L:9, L:13

Number of logic rules with 3 (4) 0 (1) 0 (1) 0 (1)
num. windows (direct) L: 3, L: 10, L: 12

Number of logic rules with num. 3 (4) 2 (2) 0 (1) 3 (4)
windows (direct or implied) L: 3, L: 10 L: 12, L: 13 L: 11, L: 14

L: 12 L: 15

Max Depth 4 (4) 8 (1) 4 (4) 5 (2)

Avg. Depth per leaf 3.43 4.38 3 3.43
(3) (1) (4) (3)

Total Depth for all leaves 48 (3) 70 (1) 27 (4) 55 (2)

Avg. number of nodes per logic 3.67 7.5 N/A 4.33
rules having a num. window (4) (2) (1) (3)

Classification Accuracy 72% 74% 68% 72%
(3) (4) (1) (3)

No. of logic rules having 3 (4) 2 (3) 2 (3) 2 (3)
≥ 70 records. L:1, L: 8 L: 1, L: 1 L: 1

L: 11 L: 15 L: 9 L: 9

No. of logic rules having 2 (4) 0 (1) 1 (3) 0 (1)
≥ 90 records. L:8, L: 11 L: 9

Total Score 37 17 23 23

is not extracted by any other trees. EXPLORE extracts another pattern (Leaf
13) of similar type involving a value Unmarried of the attribute Marital Status.
This pattern is also not extracted by any other trees.

Another example of advantages of EXPLORE can be the numerical window
(90 to 99) of the attribute Income in the logic rule for Leaf 10 (Figure 2). We
note that the pattern involving the numerical window (90 to 99) was created
through the MCSD data generation process. EXPLORE identifies the pattern
very accurately. The tree obtained by EXPLORE requires only 4 nodes (levels)
to reach the leaf. However, to extract the same pattern REPTree requires 7 or
8 nodes as shown in Leaf 12 and Leaf 13 of Figure 3. Moreover, REPTree does
not extract the pattern directly as EXPLORE does. We can only discover the
pattern through a very careful study of the obtained tree. Such a careful study of
a tree may not be performed by a user every time. The pattern is not extracted at
all by J48 and See5 as shown in Figure 4 and Figure 5. EXPLORE also extracts
similar patterns in the logic rules for some other leaves such as Leaf 12 and Leaf
9. These patterns are also either not extracted by other trees or extracted in a
complex form as shown in Figure 3, Figure 4 and Figure 5.
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In Table 3, we present a quantitative comparison of various decision tree
algorithms through the trees obtained from MCSD data set. The algorithms
are compared on several issues. The issues are quality of extracted patterns,
simplicity of the obtained trees, accuracy and significance of patterns. Each of
these issues is then evaluated through a number of factors (see Table 2). For
example, quality of extracted patterns of a tree is evaluated through Number
of logic rules involving a categorical attribute that has only one useful value for
classification, and Number of logic rules involving a numerical window (direct
and implied). The simplicity of a tree is evaluated through the Max Depth (the
maximum number of nodes used in the logic rule of any single leaf) of a tree,
Average Depth per Leaf, Total Depths of All Leaves, and Average Number of
Nodes Used per Logic Rule Involving a Numerical Window. The performance
of a tree is measured by its Classification Accuracy. In order to explore the
significance of logic rules we compare the trees based on the number of leaves
having more than or equal to 70 and 90 records (see Table 2).

We now discuss the observations presented in Table 3. The tree obtained by
EXPLORE has ten logic rules (for Leaf 3 to 7, Leaf 9 to 11, and Leaf 13 to 14),
involving a categorical attribute that has only one useful value for classification
(see Figure 2). In this case the attributes are Profession and Marital Status, and
their useful values are Engineer and Unmarried, respectively. We can see from
the first row of Table 3 that out of the ten logic rules four (for Leaf 3, Leaf
4, Leaf 9 and Leaf 13) directly involve a single value of an attribute. It is also
clear from the table that none of the existing trees are capable of extracting
any such patterns. Therefore, in a data set if there is a pattern involving only
one value of a categorical attribute C, where the value increases the gain ratio
for classification better than any other values of any attributes and all other
values of C are not good enough for classification purpose then the pattern is
generally not extracted by the existing trees, even if it has high confidence and
support. However, the experiments presented in this study indicate that unlike
existing algorithms EXPLORE can extract such patterns very well. The figures
in parentheses in Table 3 are scores of the algorithms based on their performances
for the factors. We introduce the figures within parentheses in more detail at the
end of this section.

The second row of Table 3 shows that the tree obtained by EXPLORE has
three logic rules (for Leaf 3, Leaf 10 and Leaf 12), which directly involve a
numerical window. It reveals that patterns involving a numerical window of an
attribute can be effectively extracted by EXPLORE. Existing algorithms do
not extract any such patterns directly. Often similar patterns can be extracted
by existing decision trees indirectly. A user needs to study the trees carefully
in order to discover the indirect patterns. It is quite possible that a user will
often miss them out. However, EXPLORE extracts and presents them in a very
effective way. Moreover, Row 3 shows that EXPLORE performs better than
REPTRee and J48 even if we consider indirect pattern extraction. Additionally,
by reducing the user defined threshold for UGR to a value lower than 0.15 (that
we have used in the experiments for EXPLORE) we can easily extract more of
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patterns involving numerical windows. For example, the leaves Leaf 13 to Leaf
16 of Figure 5 are extension of Leaf 8 of Figure 2. Leaf 8 of Figure 2 could be
further split or extended by choosing a lower UGR threshold. The advantage of
EXPLORE is that it picks such patterns directly (without requiring careful study
by a user) and quickly involving low number of nodes to reach such a pattern as
evident in Row 7 of Table 3. Through a careful observation of Table 3 we argue
that EXPLORE performs better than existing trees in extracting good quality
patterns (logic rules) in this context. However, we can say that See5, REPTree
and J48 come 2nd, 3rd and 4th in terms of good quality pattern extraction.

Careful observation of Row 4 to Row 7 reveals that in terms of simplicity J48
perhaps perform similar to EXPLORE when EXPLORE performs clearly better
than REPTree and See5. We can see from Row 8 that EXPLORE performs the
second best (along with See5) in terms of classification accuracy. Row 9 and 10
reveal that EXPLORE extracts the largest number of significant sized patterns.

To wrap up the comparison we assign a score to an algorithm for each factor
of Table 3. If an algorithm performs the best for a factor then it scores 4 and
if it performs the worst then it scores 1. The second and third best performing
algorithms score 3 and 2, respectively. If two algorithms perform jointly the
best then both of them score 4 but the next best performing algorithm scores 2
(instead of 3) for the factor. For coming up with the worst possible performance
an algorithm gets the least possible score which is 1. The score of an algorithm
for a factor is presented within brackets in Table 3. For example, EXPLORE
scores 4 for the factor presented in Row 1. The last row of the table shows the
total score of each algorithm. According to the factors we consider, EXPLORE
scores the highest (37) indicating its clear superiority over other three algorithms
that score 23, 23 and 17, respectively.

5 Conclusion

In this study we present EXPLORE, a novel classification algorithm which is a
modification of See5. The modifications are mainly made in order to improve the
capability for extracting some interesting patterns that are generally missed out
by existing algorithms. We also present experimental results and quantitative
comparison of EXPLORE and a few existing algorithms such as See5, REPTree
and J48. The algorithms are compared on several factors in order to evaluate
the quality of an extracted pattern, simplicity of an obtained tree, performances
of a tree and significance of a logic rule.

Our experimental results indicate advantages of EXPLORE over other ex-
isting algorithms in extracting hidden patterns, involving both numerical and
categorical attributes, that are often missed out by existing decision tree algo-
rithms. EXPLORE performs the best in extracting those interesting patterns. In
terms of simplicity, EXPLORE and J48 appear to be better than See5 and REP-
Tree. EXPLORE performs the second best in terms of classification accuracy. It
also extracts the most number of significant sized patterns. In order to draw a
conclusion of the comparison, we assign a score to an algorithm for each factor
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based on its performance and a scoring rule. EXPLORE scores 37 in total while
See5, J48 and REPTree score 23, 23 and 17, respectively. Our future research
plans include further development of the algorithm and carrying out extensive
experiments on several data sets, both natural and synthetic.
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Abstract. This is the first published work to compare the performance of object 
and object relational database systems based on the object’s complexity. The 
findings of this research show that the performance of object and object 
relational database systems are related to the complexity of the object in use. 
Object relational databases have better performance compared to object 
databases for fundamental database operations, with the exception of insert 
operations, on objects with low and medium complexity. For objects with high 
complexity, the object relational databases have better performance for update 
and delete operations. 

1 Introduction 

When object oriented programming languages such as Java, C++ and Smalltalk became 
popular in the 1980s, application developers found a mismatch between their 
applications’ needs and Relational Database Management Systems (RDBMSs). The 
mismatch led to the invention of Object Database Management Systems (ODBMSs). In 
fact, ODBMSs are an extension of object oriented programming into the world of 
databases and they benefit from using object programming languages. Despite the fact 
that ODBMSs are very suitable for some specific applications, developers encountered 
major problems when using them in place of RDBMSs such as a lack of a universal 
standard, complex query optimization and poor support for large scale business 
information systems. These drawbacks made developers generate another type of 
database system, namely Object Relational Database Management Systems 
(ORDBMSs). The main objective of ORDBMSs was to achieve the benefits of both the 
relational and the object models and, in fact, ORDBMSs combine the features of 
RDBMSs with the best ideas of ODBMSs. ORDBMSs store data in tables but the main 
difference between ORDBMSs and RDBMSs is that ORDBMSs have object-oriented 
features. The standard programming language for ORDBMSs is OR-SQL which is also 
known as SQL3. Many well known database vendors such as IBM and Oracle have 
released the object relational version of their database management systems [2]. 
                                                           
* To whom correspondence should be addressed. 
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The success or failure of an application directly depends on the performance of the 
database system in use. Therefore performance is a vital factor for the selection of 
database systems in real-time applications. A variety of different ideas about the 
performance of ODBMSs and ORDBMSs have been published. While [8] states 
ODBMSs are known to be rich in functionality but poor in performance, [7] believe 
that the performance of object databases is far better than hybrid ORDBMSs. The 
contrast between these findings motivated the research described in this paper which 
determines which one of object and object relational database management systems is 
better in terms of performance for fundamental database operations such as Insert, 
Update, Lookup and Delete. This paper presents the results of a fair comparison of the 
performance of ODBMSs and ORDBMSs by means of an object oriented application 
and it takes the object’s complexity into account. 

Section 2 describes related work. In Section 3, we describe the performance criteria 
for this work and justify why benchmarks are not used. Section 4 presents the 
environment of the case study, the results of our evaluations and an analysis of the 
results. In Section 5, we briefly summarize the main contributions of this paper and 
identify the need for further research in this area. 

2 Related Work 

Over the last two decades, when ODBMSs were still rather new, there were a variety 
of studies to assess the performance of this kind of DBMS. For example, [9] 
compared the performance of various commercial ODBMSs. More recently, [11] 
compared the performance of ODBMSs and Object Relational Mapping (ORM)  
tools. 

In the study by Van zyl et al. [11], Db4o represents the ODBMS and Hibernate 
represents the ORM tool. Both of these are popular open source products. Hibernate is 
an ORM tool that stores and retrieves in-memory objects to and from a RDBMS. 
Hibernate can be used with any RDBMS but in their research it was used with 
Postgres for persisting objects. The OO7 benchmark was used to compare the speed 
of execution of a suite of typical persistent-related operations in both candidates. For 
good documentation of OO7 benchmark, see [4]. Van zyl et al. [11] decided to use 
Java objects for their research study because they believed that “most of the large 
persistence mechanism providers provide persistence for Java objects”. As a result of 
this decision, they had to re-implement OO7 in Java because the OO7 benchmark had 
been developed in C++ for Versant. Db4o can be run as an embedded DBMS, as a 
local server in the same virtual machine or as a remote server; for their research Db4o 
was run as an embedded DBMS. Both of Db4o and Hibernate were to persist the in–
memory Java objects generated by the OO7 benchmark. Van zyl et al. [11] concluded 
that Db4o’s overall performance is better than that of Hibernate. They propose that 
the overhead of object-relational translation causes ORM-based implementations to 
be consistently slower than staying in object form with an ODBMS. The study by Van 
zyl et al. [11] is similar to the one described in this paper in the sense that both 
compare the performance of Db4o with a hybrid database solution, on an artificial 
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dataset. However our study is different to the one by Van zyl et al. [11] because they 
used OO7 benchmark for performance evaluation while we use an object oriented 
application. 

Hohenstein et al. [9] performed an application-specific comparison of the three 
best known commercial ODBMSs. The goal of their evaluation was to create a 
realistic test for ODBMSs, allowing for a fair and precise comparison of performance. 
The researchers took as their starting point an existing warehouse application running 
on a relational DBMS. The application was a large software system that maintains 
automatic warehouses. For simplicity and to reduce the effort, they restricted the 
application to only one procedure, namely storing materials. The researchers also 
compared the ODBMSs with the original, real-world relational system; however they 
believed that this comparison is vague because the times for the RDBMS were 
measured while concurrent processes may influence locking and elapsed times. In the 
study by Hohenstein et al. [9] the ODBMSs remain anonymous and they are 
introduced as ODBMS1, 2 and 3. Each ODBMS has been tuned heavily according to 
its specific architecture. Their experiments measure the times for the whole 
application’s test rather than for simple database operations. The test consists of 
placing 860 containers with articles in the warehouse and specific functions such as 
queries.  

Hohenstein et al. [9] concluded that traversals of relationships are much faster in 
the page server ODBMSs than in related SQL queries. Since ODBMSs do update 
operations in the primary memory and update in the server and disk is postponed to 
the commit, this results in slower update operations by ODBMSs compared to 
RDBMS. The complex search is also very fast in ODBMSs. The study by Hohenstein 
et al. [9] is similar to our work in that it evaluates the performance of DBMSs by 
means of a concrete object-oriented application. However they use a real dataset for 
their experiments while we use an artificial dataset. We justify our use of an artificial 
dataset in Section 4.2. 

3 Performance Measurement 

In this work we aim to evaluate and compare the efficiency of Db4o and Informix 
DBMSs for performing four fundamental database operations: insert, update, look up 
and delete. The efficiency of these operations in any database system is a vital factor 
of performance. For measuring performance, we use Response time. Response time 
measures the performance of an individual transaction or query. Response time is 
typically treated as the elapsed time from the moment that a query’s execution starts 
until the time that the execution finishes successfully. 

One approach used by research studies aiming to evaluate the performance of 
database systems is benchmarking. A lot of standard benchmarks have been published 
in the literature. Benchmarks are general applications that reduce the effort required to 
implement and perform performance tests. For example, the OO1 benchmark [6] 
models a graph of interconnected nodes in which each node is related with three other 
nodes [5]. Other benchmarks such as HyperModel [1] and OO7 [3] model more 
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complex schemas; they take into account inheritance hierarchies and various forms of 
relationships between nodes. Nevertheless, these benchmarks are compact, general 
and do not meet the requirements of all performance tests. In reality, applications 
interface database systems and use them to store and retrieve data. Also applications 
perform access and make additional demands of DBMSs that standard benchmarks do 
not cover at all; therefore performance of database systems should be evaluated by 
means of applications. In addition, a benchmark that meets the requirements of our 
research could not be found. 

4 Case Study 

4.1 Database Products for This Case Study 

Db4o1 is an open source pure ODBMS that enables Java and .NET developers to store 
and retrieve any application object; eliminating the need to predefine or maintain a 
separate, rigid data model. Db4o’s programming can be integrated in the application 
code; therefore database access is largely transparent, which is one of the main 
objectives of ODBMSs [10]. Informix Dynamic Server2 is a well-known commercial 
ORDBMS that completely supports the object relational specifications. Informix 
provides an application programming interface for C, C++, Java and .NET.  

4.2 Dataset 

Datasets have an important role in experimental studies which evaluate the 
performance of databases. Data is the core of a database system and it affects the 
database’s performance. This means that a performance test on a specific database 
system with two different datasets may result in different conclusions. One of the 
common approaches in experimental studies is to use a dataset which is already in the 
public domain. For this work an online dataset that fits in the designed database could 
not be found. The other common approach is to create an artificial dataset by 
randomly generating data of the required form. This is the approach we use. Objects 
are populated with random data when they are instantiated. 

4.3 Object Oriented Database Schema 

This section describes the design of the object oriented database schema used in the 
experiments. Since the aim of the research is to compare the performance of two 
database systems which are both object oriented, three objects of varying complexity 
were designed. Project, Staff and Department objects represent objects with low, 
medium and high complexity respectively. As Fig. 1 shows, Project, Staff and 
Department objects consist of different attributes. For simplicity the objects have no 
                                                           
1 Db4o 6.4 .Net 2.0. 
2 Informix Dynamic Server v11.50. 
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method. Project object is an object with low complexity because its attributes are of 
basic data types such as String, Integer and Date that have low complexity from 
database management point of view. The Staff object is more complex. It includes the 
Project attribute that is an ordered list of the projects that the employee took part in. 
Each of the elements in this list is a Project object. Also it includes the address 
attribute which is a user defined data type. Address consists of four attributes of type 
String which hold the employee’s address. 

 

  

Fig. 1. The schema of Project, Staff and Department objects 

The Department object includes the Staff attribute which is an ordered list of Staff 
who work for the department. Each element in this list is a Staff object. Another 
attribute of Department object is the ProjectHistory. This attribute is an ordered list of 
a user defined data type that holds the previous projects and their live date. The 
Department object also includes the Address attribute which is a user defined data 
type that holds the Department’s address. Therefore, Department object is considered 
as an object with high complexity. 

4.4 Object Oriented Test Application 

The Object Oriented Test Application (OOTA) is a .NET object oriented application 
that has been developed to perform the performance tests against both Db4o and 
Informix DBMSs. OOTA implements the Project, Staff and Department objects 
which represent the objects with low, medium and high complexity respectively. 
OOTA also implements four test functions for each object to perform the performance 
tests against the database systems for the object. Each test function performs a 
specific performance test against the DBMSs. 

4.5 Methodology 

To perform the empirical experiments, the object oriented database schema has been 
implemented with both Db4o and Informix DBMSs. OOTA was developed to 
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interface both Db4o and Informix DBMSs and performs the performance tests against 
them. OOTA performs the performance tests through test functions.  OOTA obtains 
the response time by measuring the time before the functions’ call and after the 
functions’ execution. All experiments have been repeated five times and the mean of 
response times is reported in the results. The standard deviation was less than 3% in 
every experiment. 

In all empirical experiments, the performance of both Db4o and Informix 
databases has been evaluated for six different quantities of objects. The six different 
quantities are 1000, 5000, 10000, 20000, 50000 and 100000. These quantities 
represent a variety of small to large databases. For each experiment, each test function 
has been called six times against both Db4o and Informix DBMSs for the six different 
quantities of each object. The experiments allow a fair comparison of Db4o and 
Informix DBMSs because:- 

• The same hardware and operating system was used in all the experiments. 
• The same database model (i.e., the same objects) has been implemented with both 

Db4o and Informix. 
• The same performance test application, (i.e., the OOTA) is used to perform the 

tests against both Db4o and Informix. 
• The same performance tests have been performed against both Db4o and Informix. 
• The mechanism for creating new objects within OOTA is the same for both Db4o 

and Informix. 
• The object’s data that OOTA generates in the object construction process is 

completely random and the mechanism is the same for both Db4o and Informix. 
• The most optimized function’s code has been developed within OOTA for both 

Db4o and Informix DBMSs according to the database vendors’ release notes and 
tutorials. 

• The interface creation time for Db4o and the connection time for Informix have 
been excluded from the response time.  

4.6 Object Insertion 

The aim of this experiment is to determine whether Informix or Db4o has a better 
performance for the insert operation. The response times for insert operations in this 
experiment includes the object’s creation time. The results of the Object Insertion 
experiment for inserting different quantities of objects with low, medium and high 
complexity into both of Db4o and Informix DBMSs are shown in Fig. 2. 

As Fig. 2 shows, for objects with low complexity, although both database systems’ 
response times are very close until 5,000 objects, Db4o performed the insert 
operations in less time compared to Informix throughout the experiment. The more 
objects in the insert operation, the bigger the difference between their response times. 
Another point is that Informix has the same performance during the experiment but 
Db4o’s performance is slightly variable and is best when inserting 5000 to 10000 
objects.  
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Fig. 2. Results of inserting objects with low (top left), medium (top right) and high (bottom 
left) complexity 

According to results for object with medium complexity, Db4o’s performance is 
better throughout the experiment. The performance of Informix is nearly the same as 
Db4o for inserting less than 5000 objects but after this point the Informix’s 
performance decreases. Db4o has a constant performance for inserting more than 
10000 objects. Surprisingly, Informix’s performance is not the same during the 
experiment for all the number of objects; it performed better for quantities between 
1,000 and 5,000. 

Db4o has inserted the high complexity object in less time than Informix for every 
quantity. Similar to the medium complexity experiment, Db4o’s performance is 
constant for inserting more than 10,000 objects. The Informix’s performance is worse 
than that of Db4o and it is constant throughout the experiment. 

4.7 Object Modification 

The aim of this experiment is to determine whether Informix or Db4o has a better 
performance for the update operation. In each update operation one object is 
modified. The results of the Object Modification experiment for updating objects with 
low, medium and high complexity with both Db4o and Informix DBMSs while they 
hold different quantities of these objects are shown in Fig. 3. 

According to Fig. 3, the performance of Informix is far better than that of Db4o 
for updating objects with low complexity. With the exception of 5000 to 10000 
objects, the response times of both Db4o and Informix increase as the number of 
objects in the databases increases.  Informix’s performance is more consistent 
compared to Db4o during the experiment. 
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Fig. 3. Results of updating objects with low (top left), medium (top right) and high (bottom 
left) complexity 

As Fig. 3 shows, Informix’s response time is less than that of Db4o for updating 
objects with medium complexity. Informix has a better performance while less than 
5,000 objects exist. The two DBMSs have nearly the same performance while 5,000 
objects exist but, after this point, again the Informix has a better performance. 
Informix’s performance is consistent while more than 20,000 objects exist. After 
50,000 objects, the difference between their performances becomes considerable. 

The results for objects with high complexity shows that Informix performs the 
update operation faster than Db4o because the response time of Informix is less than 
Db4o’s throughout the experiment. The response times are very close while less than 
5,000 objects exist in the databases. After this point, the difference between their 
performances becomes considerable. 

4.8 Object Lookup 

The aim of this experiment is to determine whether Informix or Db4o has a better 
performance for the lookup operation.  In this experiment just one project object was 
looked up as a result of the look up query. For Staff and Department objects when 
different quantities of these objects exist in the database, different number of these 
objects were looked up but the number of returned objects for Db4o and Informix is 
nearly the same. The results of the Object Lookup experiment for objects with low, 
medium and high complexity with both Db4o and Informix DBMSs while they hold 
different quantities of these objects are shown in Fig. 4. 
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Fig. 4. Results of looking up objects with low (top left), medium (top right) and high (bottom 
left) complexity 

As the results for object with low complexity show, the response time of Informix 
is less than that of Db4o while less than 10,000 objects exist in the DBMSs. The two 
DBMSs have the same performance at 10,000. For the rest of the experiment, 
increasing the number of objects increases Db4o’s response time significantly. As 
Fig. 4 shows, the Informix’s performance is more consistent than that of Db4o in 
looking up object with low complexity. 

The results for object with medium complexity show that Db4o’s response time is 
less than that of Informix while less than 8,000 objects exist in the databases. As the 
number of objects increases, Db4o’s response time increases. After 8,000 objects 
Db4o’s performance is worse than Informix’s.  Informix’s performance is the best 
while between 10,000 and 20,000 objects exist. The results show that the performance 
of Informix is better than Db4o for looking up object with medium complexity. 

As Fig. 4 shows, Db4o’s response times are less than those of Informix for looking 
up objects with high complexity. There is only a tiny difference between the response 
times of the two DBMSs while less than 20,000 objects exist. For the rest of 
experiment, as the number of objects increases, the performance of Db4o becomes 
better compared to Informix. Overall, the results show that the Db4o is better than 
Informix for looking up object with high complexity. 

4.9 Object Deletion 

The aim of this experiment is to determine whether Informix or Db4o has a better 
performance for the delete operation. In this experiment one project object has been 
deleted as result of delete operation. For Staff and Department objects when different 
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quantities of these objects exist in the database, different number of objects has been 
deleted but the number of deleted objects for Db4o and Informix is nearly the same. 
The results of the Object Deletion experiment for objects with low, medium and high 
complexity with both Db4o and Informix DBMSs while they hold different quantities 
of these objects are shown in Fig. 5. 

 

 

 

Fig. 5. Results of deleting objects with low (top left), medium (top right) and high (bottom left) 
complexity 

As Fig. 5 shows, Informix’s response time for deleting an object with low 
complexity is less than that of Db4o. Both DBMSs have similar response times up to 
10,000 objects. After this point, the difference in their performance increases as the 
number of objects increases. Informix’s performance is more constant compared to 
Db4o’s for delete operation on objects with low complexity.  

The results for medium complexity (see Fig. 5 top right) show that the 
performance of Informix is better than that of Db4o. Db4o’s response time for 
deleting an object while 5,000 objects exist is less than when 1,000 objects exist. 
Db4o’s response time starts increasing when more than 5,000 objects exist but the 
corresponding number of objects for Informix is 10,000.  

As Fig. 5 shows, throughout the experiment, Informix’s response time is less than 
that of Db4o for deleting objects with high complexity. Informix’s response time is 
very low while less than 20,000 objects exist but after this point its response time 
increases considerably. Although Db4o’s response time is low while less than 5,000 
objects exist, its response time increases after this point until 50,000 objects; after 
which point its response time remains the same for the rest of the experiment. 



82 R. Kalantari and C.H. Bryant 

The results of all empirical experiments are summarized in Table 1. For each 
experiment it shows which DBMS is better in terms of performance according to the 
complexity of object. For example, it shows that Db4o has better performance for 
inserting objects with low complexity; Informix is better in terms of performance for 
updating objects with medium complexity and so on. 

Table 1. Summary of the empirical experiments' results 

 
 

According to Table 1, Informix has better performance for modifying, looking up 
and deleting objects with low complexity. Db4o is just better than Informix in terms 
of performance for inserting this kind of object. The results for fundamental database 
operations on objects with medium complexity are the same as objects with low 
complexity. For objects with high complexity, the results are different; Db4o has a 
better performance than that of Informix for inserting and looking up objects with 
high complexity while Informix has a better performance for modifying and deleting 
this kind of objects. 

5 Conclusions and Future Work 

The findings from this work suggest that the complexity of the object in use affects 
the performance of object and object relational DBMSs. The performance of the 
object relational DBMS is better than the object DBMS for fundamental database 
operations with the exception of insert operations for objects with low and medium 
complexity. Increasing the level of object’s complexity affects the performance of 
object relational DBMS. For objects with high complexity, in addition to insert 
operation, the object DBMS has better performance for the look up operation 
compared to the object relational DBMS. 

The findings suggest that system developers should consider the following factors 
when selecting a DBMS for persisting objects: 1) The complexity of the object in use; 
2) The database operations that the system will perform most frequently. For 
example, if a system uses objects that are mainly highly complex and it performs a lot 
of look up operations then this research suggests that an ODBMS is more efficient 
than ORDBMS as a mechanism for persisting objects. 

Due to limited time, this work focused on the performance of object and object 
relational DBMSs for fundamental database operations such as Insert, Update, look 
up and Delete. The following could be the subject to further studies. 
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First of all, the performance analysis of ODBMSs and ORDBMSs for fundamental 
database operations on objects that have behaviour (methods). In reality objects have 
behaviour and adding methods to objects may impact the performance of DBMSs. 
Also the performance analysis on Binary Large OBjects (BLOBs) and Character 
Large OBjects (CLOBs) could be evaluated and compared for these two database 
technologies. With the rise in popularity of image, audio and multimedia databases, 
further research is required to determine which one of ODBMSs and ORDBMSs have 
better performance for database operations on these kinds of objects.  

Secondly, in addition to the fundamental database operations, the performance of 
object and object relational DBMSs for complex queries involving two or more 
objects could be evaluated and compared. Today’s systems are more complex than 
before and further research is required to determine which one of ODBMSs and 
ORDBMSs have better performance for complex queries.  

Finally, other object and object relational database systems could be taken into 
account in the comparison. Evaluating the performance of other database products, 
would make the results more precise and realistic. 
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Abstract. Rare association rule is an association rule consisting of rare items. It
is difficult to mine rare association rules with a single minimum support (minsup)
constraint because low minsup can result in generating too many rules
(or frequent patterns) in which some of them are uninteresting. In the litera-
ture, “maximum constraint model,” which uses multiple minsup constraints has
been proposed and extended to Apriori approach for mining frequent patterns.
Even though this model is efficient, the Apriori-like approach raises performance
problems. With this motivation, we propose an FP-growth-like approach for this
model. This FP-growth-like approach utilizes the prior knowledge provided by
the user at the time of input and discovers frequent patterns with a single scan on
the transactional dataset. Experimental results on both synthetic and real-world
datasets show that the proposed approach is efficient.

Keywords: rare association rules, frequent patterns, multiple minimum
supports, maximum items’ support constraints.

1 Introduction

Association rules are an important class of regularities that exist in a dataset. Since the
introduction of association rules in [1], mining the association rules has been exten-
sively studied in the literature [2, 3]. The basic model of association rules is as follows:

Let I = {i1, i2, ..., in} be a set of items. Let T = {t1, t2 · · · , tm} be a set of transactions
(dataset), where each transaction t j, 1 ≤ j ≤ m, is a set of items such that t j ⊆ I. The
size of T is m. A pattern (or an itemset) X = {i1, i2, · · · , ik}, 1 ≤ k ≤ n, is a set of items
such that X ⊆ I. Pattern containing k number of items is called as k-pattern and the
level of this pattern is k. The support of X, S(X) = f (X)

m , where f (X) is the frequency
of pattern X in T . An association rule is an implication of the form, A ⇒ B, where
A ⊂ I, B ⊂ I and A∩B = /0. The confidence of a rule A ⇒ B, C(A ⇒ B) = S(A∪B)

S(A) . A rule
A ⇒ B is strong if its support and confidence are greater than or equal to user-specified
minimum support (minsup) and minimum confidence (mincon f ) respectively. Pattern
A∪B (or {A, B}) is a frequent pattern if S(A,B)≥ minsup.

Example 1. Let our running example be the transaction dataset shown in Figure 1(a).
The set of items, I = {Bread, Jam, Ball, Bat, Bed, Pillow, Pen}. The dataset contains

L.M. MacKinnon (Ed.): BNCOD 2010, LNCS 6121, pp. 84–95, 2012.
c© Springer-Verlag Berlin Heidelberg 2012
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10 transactions, therefore, m = 10. The set of items {Bread, Jam} is a pattern. It occurs

in four transactions. Hence, its support i.e., S(Bread,Jam) = f (Bread,Jam)
m = 4

10 = 0.4
(in support count it is 4). An association rule from this pattern, say Jam ⇒ Bread, will
have con f idence i.e., C(Jam ⇒ Bread) = S(Bread,Jam)

S(Jam) = 0.4
0.4 = 1. If minsup = 0.4 and

mincon f = 0.75, the pattern {Bread, Jam} is a frequent pattern and the rule Jam ⇒
Bread is a strong rule. Throughout this paper, we discuss examples in support counts.

Tid Items

1 Bread,Jam

2 Bread,Ball,Pen,Bat

3 Ball,Bed,Pillow

4 Bread,Jam

5 Ball,Bed,Pillow

6 Bread,Ball,Bat

7 Bread,Jam

8 Ball,Bat

9 Bread,Jam

10 Ball,Bat

Pattern F I II

Bread 6 Y Y

Ball 6 Y Y

Jam 4 Y Y

Bat 4 Y Y

Pillow 2 Y Y

Bread,Jam 4 Y Y

Bread,Ball 2 Y N

Bread,Bat 2 Y N

Pattern

Ball, Bat 4 Y Y

Ball,Pillow

Bed,Pillow 2 Y Y

Bread,Ball,
Bat

2 Y N

(a) (b)

Bed 2 Y Y

Ball, Bed

F I II

2 Y N

2 Y N

Ball,Bed,
Pillow

2 Y N

Fig. 1. Running Example. (a) Transactional dataset and (b) Patterns having support count (or
support) greater than or equal to 2. The column titled ‘F’ represents the support count (frequency)
of the pattern. The columns titled I and II corresponds to frequent patterns generated in “single
minsup framework” and maximum constraint model. The terms ‘Y’ and ‘N’ in these columns
correspond to frequent patterns generated and have not generated in the respective approaches.

Minsup corresponds to minimal number of transactions in which a pattern should
appear in a transaction dataset. Using only a single minsup to discover frequent patterns,
frequent pattern mining techniques like Apriori [1] and FP-growth [4] implicitly assume
that all items within a dataset have uniform or similar frequencies. This is seldom not
the case in most of the real-world applications. In many applications, some items appear
frequently in the data, while others appear relatively infrequent or rare. In such datasets,
using a single minsup constraint to mine frequent patterns consisting of both frequent
and rare items raises the dilemma, called rare item problem [5]. This problem is as
follows.

1. If minsup is set very high, we miss the frequent patterns consisting of rare items
because rare items fail to satisfy high minsup.

2. In order to find frequent patterns consisting of both frequent and rare items, minsup
should be set very low. However, this may cause combinatorial explosion, produc-
ing too many frequent patterns, because those frequent items will be associated with
one another in all possible ways and many of them are meaningless or uninteresting
to the user.
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Example 2. For mining frequent patterns, let us consider the transactional dataset
shown in Figure 1(a). At high minsup, say minsup = 4, we miss the frequent patterns
consisting of the rare items i.e., Bed and Pillow. To generate frequent patterns consisting
of these rare items, let us specify low minsup, say minsup = 2. The frequent patterns
discovered at this minsup are shown in the third column of Figure 1(b). It can be ob-
served that along with the interesting patterns, uninteresting patterns {Bread, Ball},
{Bread, Bat}, {Ball, Pillow}, {Ball, Bed}, {Bread, Ball, Bat} and {Ball, Bed, Pillow}
have also generated as frequent patterns. The patterns {Bread, Ball}, {Bread, Bat} and
{Bread, Ball, Bat} are uninteresting because they consist of frequent items (Bread, Ball
and Bat) occurring together in very less number of transactions. The patterns {Ball, Pil-
low}, {Ball, Bed} and {Ball, Bed, Pillow} are also uninteresting because they contain
highly frequent item (Ball) occurring along with rare items (Bed and Pillow) in very
less number of transactions.

To address the “rare item problem,” efforts have been made in the literature to find fre-
quent patterns using “multiple minimum support framework” [5, 7–13]. In this frame-
work, different models have been proposed to satisfy various user and application re-
quirements. Maximum constraint model [7] is one among them. In this model, each
item is specified with a support constraint, called minimum item support (MIS). Next,
minsup of a pattern is represented with the maximal MIS value among all its items.
Thus, each pattern can satisfy a different minsup depending upon the items within it.
For this model, an Apriori-like approach based on granular computation of bit strings
was proposed for mining frequent patterns. Describing granular computation technique
is beyond the scope of this paper. More information on granular computation technique
is available in [6].

Example 3. Continuing with Example 2, let MIS values for the items Bread, Ball, Pen,
Jam, Bat, Pillow and Bed be 4, 4, 3, 3, 3, 2 and 2 respectively. The frequent patterns dis-
covered by using maximum constraint model are shown in the fourth column of Figure
1(b). It can be observed that the uninteresting frequent patterns which have generated at
minsup = 2 in Example 2 have been pruned in this model as they have failed to satisfy
their respective minsups.

The maximum constraint model can efficiently find rare association rules. However, due
to the Apriori-like approach, mining frequent patterns using this model raises perfor-
mance problems. They are generating huge number of candidate patterns and multiple
scans on a transactional dataset.

In this paper, we propose an FP-growth-like approach for mining frequent patterns
using maximum constraint model. We call the proposed approach as Maximum Con-
straint based Conditional Frequent Pattern-growth (MCCFP-growth). The proposed
MCCFP-growth utilizes the prior knowledge (items’ MIS values) provided by the user
at the time of input and discovers frequent patterns with a single scan on the transac-
tional database. Experimental results show that the proposed approach is efficient.

The rest of the paper is organized as follows. Section 2 summarizes the efforts made
to discover rare association rules (or frequent patterns) in transactional datasets. In
Section 3, we present the proposed approach for mining rare association rules. Ex-
perimental results are presented in Section 4. Section 5 concludes with future research
directions.
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2 Related Work

It is difficult to mine rare association rules because single minsup based frequent pattern
mining approaches like Apriori [1] and FP-growth [4] suffer from “rare item problem.”
That is, at high minsup, the frequent patterns consisting of rare items will be missed,
and at low minsup, the number of frequent patterns explode. In the literature, efforts
are being made to discover frequent patterns using “multiple minsup framework” [5, 7–
13]. In this framework, different models have been proposed to satisfy various user and
application requirements. Broadly, they are: (i) minimum constraint model [5, 8, 10, 11]
(ii) maximum constraint model [7] and (iii) other models [9, 13].

2.1 Minimum Constraint Model

This model was proposed in [5]. In this model, each item is specified with a support
constraint, called minimum item support (MIS). Next, minsup of a pattern is repre-
sented with the minimal MIS value among all its items. Thus, each pattern can satisfy a
different minsup value depending upon the items within it.

The frequent patterns mined using this framework do not satisfy downward closure
property, instead they satisfy sorted closure property [5]. According to sorted closure
property, “all non-empty subsets of a frequent pattern need not be frequent, only the
subsets consisting of the item having lowest MIS value within it should be frequent.”
Hence, independent to the detailed implementation technique, Apriori-like [5, 10] or
FP-growth-like [8, 11, 12] approaches which are based on this model have to consider
both frequent and infrequent patterns for generating further or higher order frequent
patterns. The sorted closure property was elaborately discussed in [5].

2.2 Maximum Constraint Model

In the minimum constraint model, for a pattern to be frequent, it must satisfy only the
lowest MIS value among all its items. Hence, a pattern can be frequent even though
it fails to satisfy the MIS values of all other items within it. But, in certain scenarios,
when a user specifies MIS value for an item, it can mean that any pattern involving the
respective item should not have support less than its MIS value to be interesting.

Example 4. In the transactional dataset shown in Figure 1(a), if the user specifies MIS
value for Bread as 4, it can mean that any pattern involving the item Bread to be inter-
esting, it should have support greater than or equal to than 4.

With this motivation, another model, called maximum constraint model has been pro-
posed in [7]. In this model, given the items’ MIS values, a pattern is frequent if it
satisfies the MIS values of all the items within it. In other words, a pattern is frequent,
if it satisfies the maximal MIS value among all its items.

This model also efficiently prunes the uninteresting patterns while mining rare as-
sociation rules. But, the issue is that there exists only an Apriori-like approach for this
model. Hence, mining frequent patterns using this model leads to performance prob-
lems. Also, we cannot extend the existing minimum constraint model based FP-growth-
like approaches to maximum constraint model because frequent patterns mined using
this model follow downward closure property.
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With this motivation, we propose an FP-growth-like (or pattern-growth) approach
that uses this model for finding frequent patterns.

2.3 Other Models

An approach has been suggested to mine association rules by considering only infre-
quent items i.e., items having support less than the minsup [9]. However, this approach
fails to discover associations between frequent and rare items.

In [13], an Apriori-like approach which tries to use a different minsup at each level of
iteration has been discussed. This model still suffers from “rare item problem” because
it uses a single minsup constraint at each iteration. In addition, this approach being
an Apriori-like approach suffers from the performance problems like generating huge
number of candidate patterns and multiple scans on the dataset.

In the next section, we present the proposed FP-growth-like approach which uses
maximum constraint model for finding frequent patterns.

3 Maximum Constraint Based Conditional Frequent
Pattern-Growth (MCCFP-Growth)

The MCCFP-growth accepts transactional dataset Tran and items’ MIS values as in-
put parameters. Using the items’ MIS values as prior knowledge, the MCCFP-growth
approach discovers frequent patterns with a single scan on the transactional dataset.
The MCCFP-growth involves three steps. They are: (i) Construction of a tree, called
MIS-tree with every item in the transactional dataset (ii) Deriving compact MIS-tree by
pruning out those items from the MIS-tree that cannot generate any frequent pattern and
(iii) Mining the compact MIS-tree using conditional pattern bases to discover complete
set of frequent patterns.

Structure of MIS-tree: The MIS-tree consists of two components: MIS-list and prefix-
tree. The MIS-list is a list having three fields - item name (item), frequency (S) and
minimum item support (MIS). The structure of the prefix-tree in MIS-tree is same as
that in FP-tree [4]. However, the difference is that items in the prefix-tree of FP-tree
are arranged in sorted descending order of their support values, whereas items in the
prefix-tree of MIS-tree are arranged in sorted descending order of their MIS values. To
facilitate tree-traversal, node-links are maintained in the MIS-tree as in FP-tree.

Using the transactional dataset shown in Figure 1(a), we illustrate the mining of
frequent patterns in the proposed approach. Let MIS values for the items Bread, Ball,
Pen, Jam, Bat, Pillow and Bed be 4, 4, 3, 3, 3, 2 and 2 respectively.

Construction of MIS-tree: Given the items’ MIS values, sort the items in descending
order of their MIS values. Let this sorted list of items be L. Thus, L= {Bread,Ball,Pen,-
Jam,Bat,Pillow,Bed}. In L order, insert each item into the MIS-list with f = 0 and MIS
equivalent to their respective MIS value. In the prefix-tree, create a root node and label
it as “null”. The MIS-tree created before scanning the transactional dataset is shown in
Figure 2(a).
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item S MIS
Bread 6 4
Ball 6 4
Jam 4 3
Pen 1 3
Bat 4 3
Pillow 2 2
Bed 2 2

(c)

{}null

Bread:6

 Jam:4 Ball:2

Bat:1 Pen:1

Bat:1

Ball:4

Pillow:2

Bed:2

Bat:2

NL

item S MIS
Bread 6 4
Ball 6 4
Jam 4 3
Bat 4 3
Pillow 2 2
Bed 2 2

(d)

{}null

Bread:6

 Jam:4 Ball:2

Bat:1 Bat:1

Ball:4

Pillow:2

Bed:2

Bat:2

NL item S MIS
Bread 6 4
Ball 6 4
Jam 4 3
Bat 4 3
Pillow 2 2
Bed 2 2

{}null

Bread:6

 Jam:4 Ball:2

Bat:2

Ball:4

Pillow:2

Bed:2

Bat:2

NL

(e)

item S MIS
Bread 1 4
Ball 0 4
Jam 1 3
Pen 0 3
Bat 0 3
Pillow 0 2
Bed 0 2

(b)

{}null

Bread:1

Jam:1

item S MIS
Bread 0 4
Ball 0 4
Jam 0 3
Pen 0 3
Bat 0 3
Pillow 0 2
Bed 0 2

(a)

{}null

Fig. 2. Construction of compact MIS-tree. (a) MIS-tree before scanning the transactional dataset
(b) MIS-tree after scanning first transaction (c) MIS-tree after scanning every transaction (d)
MIS-tree after pruning item ‘Pen’ (e) compact MIS-tree derived after tree-merging operation.

Next, the first transaction “1 : Bread,Jam” containing two items in the transactional
dataset is scanned in L order i.e., {Bread,Jam}, and their frequencies are updated by 1
in the MIS-list. For this transaction, in L order, a branch is created in the prefix-tree as
in FP-growth. The updated MIS-tree after scanning first transaction is shown in Figure
2(b). Similarly, every transaction is scanned and MIS-tree is updated. The updated MIS-
tree after scanning every transaction is shown in Figure 2(c). For tree traversal, node-
links are maintained as in FP-tree. The algorithm for constructing the MIS-tree is show
in Algorithm 1.

Deriving Compact MIS-tree: The MIS-tree is constructed with every item in the trans-
actional dataset. Due to downward closure property, items which have support less than
their respective MIS values cannot generate any frequent pattern (apriori property [1]).
Therefore, such items can be pruned from the MIS-tree so that it is compact.

In the constructed MIS-tree, the item Pen has frequency less than it’s respective MIS
value. So this item is removed from the MIS-list. Also all nodes of item Pen are removed
from the prefix-tree by connecting the child nodes of a pruned node to its parent node.
As there exists no other item in the MIS-list which has frequency less than its MIS value,
the pruning operation ends. The resultant MIS-tree after pruning item Pen is shown in
Figure 2(d).

After tree-pruning operation, it can be observed in the resultant MIS-tree that a node
can have many child nodes with a same item. Therefore, tree-merging operation is per-
formed to merge such child nodes of a parent node into a common node. The common
node will have the frequency which is equivalent to the summation of the frequen-
cies of merged child nodes. The resultant tree is shown in Figure 2(e). We call this
tree as compact MIS-tree. The algorithm for generating compact MIS-tree is shown in
Algorithm 2.
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Algorithm 1. MIS-tree(Tran:transaction dataset, I: itemset containing n items, MIS:
minimum item support values for n items)

1: Sort the items in descending order of their MIS values. Let this order of items be L.
2: Let MIS-list be a list to stores details of each item along with their frequencies and MIS

values.
3: for each item i j ∈ L do
4: Insert i j into MIS-list with f = 0 and MIS = MIS(i j).
5: end for
6: Create a root of a MIS-tree, T and label it as “null”.
7: for each transaction t in Tran do
8: Sort the items in t in L order.
9: for each item i j in t do

10: In the MIS-list, update the f value of the respective item by 1.
11: end for
12: Let the sorted items in t be [p|P], where p is the first item and P is the remaining list. Call

insert tree([p|P],T). (This function is same as that in FP-tree. Hence, we are not discussing
this function.)

13: end for

Mining Frequent Patterns from Compact MIS-tree. Mining of frequent patterns from
the compact MIS-tree is same as the mining of frequent patterns from the FP-tree. How-
ever, the difference is that MIS value of the prefix-item (or pattern) in the conditional
pattern base of a suffix pattern is used as minsup. As the mining of frequent patterns in
compact MIS-tree is almost same as that in FP-tree, we are not describing the algorithm
for mining frequent patterns.

Before discussing the mining of frequent patterns from the compact MIS-tree, we
discuss the following lemma.

Lemma 1. Let α be a pattern in compact MIS-tree. Let B be α conditional pattern
base, and β be an item in B. Let SB(β) be the support of β in the B. Let MIS(β) be
the minimum item support of β. If α is frequent and SB(β) ≥ MIS(β) then the pattern
< α,β > is also a frequent pattern.

Proof. According to the definition of conditional pattern base and MIS-tree, each subset
in B occurs under the condition of the occurrence of α in the transactional database. If
an item β appears in B n times, it appearers with α in n times. As the definition of MIS-
tree, we know that the MIS(β) will be greater than or equal to the MIS of the items in
its suffix-path i.e., MIS(β)≥ minsup(α). Therefore, if SB(β) ≥ MIS(β) then < α,β >
≥ MIS(β) and is therefore a frequent pattern.

Based on the Lemma 1, mining of compact MIS-tree is as follows. Start from each fre-
quent length-1 pattern (as an initial suffix pattern), construct its conditional pattern base
(a “subdatabase,” which consists of the set of prefix paths in the compact MIS-tree co-
occurring with the suffix pattern), then construct its conditional MIS-tree (using Lemma
1), and perform mining recursively on such a tree. The pattern growth is achieved by
the concatenation of the suffix pattern with the frequent patterns generated from a con-
ditional MIS-tree.
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Algorithm 2. compact-MIS-tree(MIS-tree)

1: Let Tree is the prefix-tree is MIS-tree.
2: for each item i j in MIS-list of MIS-tree do
3: if f (i j)< MIS(i j) then
4: Delete the item from the MIS-list with item = i j.
5: /* tree pruning operation */
6: for each node in the node-link of i j in Tree do
7: if the node is a leaf then
8: remove the node directly;
9: else

10: remove the node and then its parent node is linked to its child node(s).
11: end if
12: end for
13: end if
14: /* tree merging operation */
15: for each item i j in the compact MIS-list do
16: if there are child nodes with the same item name then
17: merge these nodes and set the count as the summation of these nodes’ counts;
18: end if
19: end for
20: end for

Continuing with the example, for the constructed compact MIS-tree shown in Figure
2(e), mining of frequent patterns is shown in Table 1. Briefly, we explain the mining
procedure for finding frequent patterns using the frequent 1-pattern Bed. Similar‘ pro-
cedure can be adopted for finding frequent patterns using other frequent 1-patterns.
Bread occurs in one branch of compact MIS-tree of Figure 1(c). The path formed is
〈Ball, Pillow, Bed: 2〉. Choosing Bed as suffix, its corresponding prefix path is 〈Ball,
Pillow: 2〉, will form its conditional pattern base. Its conditional MIS-tree contains only
a single path, 〈Pillow: 2〉; Ball is not included because its support in this conditional
pattern base is less than its respective MIS value. The single path generates the frequent
pattern {Pillow, Bed: 2}. Similar procedure is followed for remaining items in the MIS-
list of compact MIS-tree. The complete set of frequent patterns generated are shown in
the fourth column of Figure 1(b).

After generating frequent patterns, the approach discussed in [1] can be used to dis-
cover rare association rules.

3.1 Relation between the Frequent Patterns Generated in Different Models

Let F be the set of the frequent patterns generated when minsup = x%. Let MinF be
the set of frequent patterns generated in minimum constraint model, when items’ MIS
values are specified such that no items’ MIS value is less than x%. For the same items’
MIS values, let MaxF be the set of frequent patterns generated in maximum constraint
model. The relationship between these frequent patterns is MaxF ⊆ MinF ⊆ F .
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Table 1. Mining frequent patterns using conditional pattern bases

item conditional conditional frequent
pattern bases MIS-tree patterns

Bed {Pillow, Ball:2} 〈Pillow:2〉 {Pillow, Bed:2}
Pillow {Ball:2} - -
Bat {Bread, Ball, 〈Ball: 4〉 {Ball, Bat:4}

Pen:2} {Ball:2}
Jam {Bread:4} 〈Bread:4〉 {Bread, Jam:4}
Ball {Bread: 2} - -

3.2 Differences between FP-Growth and MCCFP-Growth Approaches

Even though MCCFP-growth is an FP-growth-like approach, it differs from FP-growth
as follows. (i) FP-growth uses only a single minsup to discover complete set of frequent
patterns. MCCFP-growth uses multiple minsups to discover complete set of frequent
patterns. (ii) To discover frequent patterns, FP-growth requires two scans on the dataset.
But, MCCFP-growth requires only a single scan on the dataset. It is because MCCFP-
growth constructs tree by utilizing the prior knowledge (items’ MIS values) provided
by the user before its execution. (iii) The FP-growth constructs a tree, called FP-tree
with support descending order of items. However, the MCCFP-growth do not construct
a tree in support descending order of items. Instead, MCCFP-growth constructs tree in
MIS descending order of items. As the MCCFP-growth need not have to construct tree
in support descending order of items, it requires relatively more memory; however, it is
still efficient because it avoids the combinatorial explosion of candidate generation and
multiple scans on a transactional dataset. (iv) In FP-growth, tree is constructed with only
frequent items in a transaction dataset. In MCCFP-growth, initial tree is constructed
with every item in a transaction dataset. However, in the next stage, all infrequent items
are pruned from the initial tree because they cannot generate any frequent pattern.

4 Experimental Results

In this section, we present the results pertaining three experiments. In the first experi-
ment, we analyze the MIS-tree and compact MIS-tree sizes on various (synthetic and
real-world, sparse and dense) datasets. In the second experiment, we compare the run-
time of the proposed approach against Apriori-like approach [7]. In the third experi-
ment, we present the results pertaining to the number of frequent patterns generated in
single minsup framework, minimum constraint model and maximum constraint model.
All programs are written in C++ and run with Windows XP on a 2.66 GHz machine
with 2GB memory. The runtime specifies the total execution time.

For experimental purposes, we have chosen two kinds of datasets: (i) synthetic dataset
(T10I4D100K) and (ii) real-world datasets (retail [14] and chess). T10I4D100k is a
large sparse dataset with 100,000 transactions and 870 distinct items. The retail dataset
[14] is also a large sparse dataset with 88,162 transactions and 16,470 items. The chess
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dataset is a dense dataset containing 3,196 transactions and 75 distinct items. For cal-
culating MIS values for the items, we have chosen the method discussed in [5].

MIS(i j) = M(i j) i f M(i j)> LS (1)

= LS Else

M(i j) = β× f (i j)

where, f (i) is the actual frequency (or the support) of item i j in the data. LS is the user-
specified lowest minimum item support allowed. β ∈ [0,1] is a parameter that controls
how the MIS values for items should be related to their frequencies.

For both kinds of datasets, we have set LS = 0.1% and varied β by calculating β = 1
a ,

with a varying from 1 to 20.

4.1 Experiment 1

The size of MIS-tree generated in T10I4D100K, Chess and Retail datasets are 15.01
MB, 0.81 MB and 14.99 MB. The runtime taken for generating the MIS-tree in these
datasets is 15, 8, 16 seconds respectively.

In Table 2, we present the compact MIS-tree sizes derived for these three datasets
when items’ MIS values are specified with a = 2 and by varying LS values. Note that
the value of a do not effect the size of compact MIS-tree. It is because compact MIS-tree
is constructed by involving only frequent 1-patterns. From the results it can be observed
that the size of compact MIS-tree decreases with increase in LS value. The reason is that
with the increase in LS value, there is a decrease in number of frequent items.

Table 2. Compact MIS-tree sizes (MB) at different LS values

LS T10I4D100K Chess Retail
0.01% 14.99 0.81 13.75
0.05% 14.97 0.81 11.49
0.10% 14.91 0.81 9.1

4.2 Experiment 2

In this experiment, we compare the runtime performance of the proposed approach
against the Apriori-like approach that was discussed in [7].

Both Figure 3 (a) and Figure 3 (b) shows the runtime taken by the Apriori-like and
MCCFP-growth approaches at different a values. From these figures, the following ob-
servations can be made: (i) Increase in a has increased the runtime for both of these
approaches. This is due to increase in number of frequent patterns with increase in a.
(ii) The proposed approach requires less runtime as compared with Apriori-like be-
cause Apriori-like approach has utilized more runtime in generating candidate patterns
(or itemsets). (iii) It can be observed that at smaller a values, runtime of the proposed
approach is almost same as Apriori-like approach. It is because very few number of fre-
quent patterns have generated. However, as the a increases, the runtime of Apriori-like
approach is more than the proposed approach because Apriori-like approach utilizes
runtime for generating candidate patterns.
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Fig. 3. Comparison of runtime. (a) Synthetic dataset and (b) Real-world dataset.

4.3 Experiment 3

Both Figure 4 (a) and Figure 4 (b) shows the number of frequent patterns generated
with single minsup framework (minsup = 0.1%), minimum constraint model (MinCM)
and maximum constraint model (MaxCM) in T10I4D100k and Retail datasets respec-
tively. From these figures, it can be observed that the maximum constraint model has
significantly reduced the number of frequent patterns when a is not too large. When
a becomes larger, the number of frequent patterns found by this method gets closer to
that found by the single minsup method (Apriori). The reason is that when a becomes
larger, more and more items’ MIS values reach LS. These experimental results were not
presented in [7].
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Fig. 4. Number of frequent patterns generated at different MIS values. (a) T10I4D100k dataset
and (b) Retail dataset.

Due to page limitations, we are not presenting the experimental results on Chess
dataset. However, similar observations can be drawn.

5 Conclusions and Future Work

Maximum constraint model is an efficient model to discover rare association rules. How-
ever, due to the existence of only an Apriori-like approach, mining rare association rules
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(or frequent patterns) using this model raises performance problems. In this paper, we
proposed an efficient FP-growth-like approach, called MCCFP-growth. The effective-
ness of the MCCFP-growth is shown by conducting experiments on both synthetic and
real-world datasets.

As a part of future work, we are going to analyze the behavior of various interesting
measures on mining rare association rules.
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Abstract. The notion of granularity is used in several areas of computing. In
temporal databases, granularity relates to the fact that the time frame associated
to an event of interest (e.g., an accident) can be envisaged at several levels of
detail (e.g., hour, day, month, etc.). Similarly, granularity in data warehousing is
the level of detail at which facts (e.g., sales) are captured in dimensions (e.g.,
product, store, and day). However, there is no commonly-agreed definition of
spatial or spatio-temporal granularities. Sometimes, the term spatial granularity
is confounded with multiple resolutions. Further, the few proposals about them
are mainly focused on the vector data model. In this paper, we define spatial and
spatio-temporal granularities for raster data models. In our framework, relations
and operations between spatial and spatio-temporal granularities are also defined.

1 Introduction

In the database research field the concept of temporal granularity is a well-known no-
tion used to temporally qualify and aggregate classical information. Different temporal
granularities in a lattice represent different qualification levels. For example, we can say
that a car accident has happened in January 1st, 2010, or, considering a coarser tempo-
ral granularity (i.e., coarser temporal level of detail), in January, 2010. Transposing the
same idea to the spatial context, we obtain the notion of spatial granularity. Intuitively,
a spatial granularity may represent any partition of a space domain (e.g., R2) in disjoint
regions (e.g., African nations), called granules. This concept is not meant to represent
the same object in different ways at different levels of detail, as happen in the multi-
representation approach [11], but to study and aggregate objects at different levels. For
example, the position of a car accident is always represented by a pair of coordinates
but we can consider it at several levels, e.g., municipality, region, and country.

The idea to model spatial and temporal granularities in the same way is confirmed
observing spatio-temporal applications. For example, as it has been noted in [7], in
spatio-temporal data warehouses, every fact (e.g., a sale) is characterized by a temporal
granularity (e.g., day) and/or a spatial granularity (e.g., store) and then the different spa-
tial and temporal hierarchies are used to aggregate the same fact at other granularities
(e.g., month, year for the temporal dimension, province, country for the spatial dimen-
sion). Thus, spatial and temporal granularities need to be modeled homogeneously.

Spatial information can be represented in two different, but related, ways using raster
and vector data models. A raster map consists of a grid (or matrix) of cells, each one
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storing a value. Each cell represents an area whose size changes depending from the
resolution of the map. Cells are arranged in rows and columns where rows represent the
x-axis of a Cartesian plane and the columns the y-axis [11]. Stored values can represent
continuous data such as altitude or temperature, or categorical data such as soil type or
land-use class. On the other hand, the vector approach uses geometries such as points,
lines, or polygons to represent objects [11]. For example, a hotel can be represented as
a point, a road can be represented as a combination of lines, and a province as one or
several polygons. Vector features can be made to respect spatial integrity through the
application of topology rules such as polygons not being allowed to overlap.

The choice between raster and vector data depends on the application field. In gen-
eral, raster data are more suited to environmental applications, involving continuous
spaces, while vector data are more suited to human activity [11]. Raster data allow eas-
ier and more efficient implementations of some spatial analysis techniques, e.g., quan-
titative and overlay analysis. Moreover, raster data are compatible with remote sensing.

In [1], a definition of spatial and spatio-temporal granularity suitable for spatial
data represented in a vector model has been presented. In this proposal, we face the
problem to define similar notions based on raster data. Thus, we define spatial and
spatio-temporal granularities on raster maps and extends these frameworks defining
also relationships and operations over them.

The rest of the paper is organized as follows. In the next section we briefly report
main related work. In Sect. 3 we outline the proposal [1] about spatial and spatio-
temporal granularities based on a vector data model. In Sects. 4 and 5 we present
our proposal, respectively, of a framework for spatial and spatio-temporal granulari-
ties based on a raster data model. Finally, in Sect. 6 we conclude and outline some
future work.

2 Related Work

In this section we discuss proposals in literature about formalisations of spatial and
spatio-temporal granularities.

In [4], Erwig et al. define a spatial partition as a function from a space point set (e.g.,
R

2) to a set of labels and define several operations needed to modify and create them.
Moreover, they demonstrate that the set of all partitions is closed with respect to these
operations. A granule is then defined as the set of points having the same label.

In [8], McKenney and Schneider extend [4] showing how to represent a partition
using a graph whose nodes represent intersection points between regions and whose
edges represent the boundaries of the regions. Moreover, they associate labels no longer
with points but with spatial regions identified by cycles in the graph.

In [13], Wang and Liu define a spatial granularity as a mapping from an index set
to a spatial domain, similarly to the approach used in the temporal context. Their gran-
ules represent nonoverlapping regions and are totally ordered using a generic index set
isomorphic to N, that they do not discuss further. They also define the finer-than rela-
tionship between granularities following the temporal one.

The same approach has been used by Camossi et al. [2]. They give an object-oriented
formalization of granularities by extending the ODMG (Object Data Management
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Group) model [3]. They define new datatypes to represent temporal and spatial infor-
mation. They also define two spatial operators that allow one to convert information
from a finer (respectively, coarser) granularity to a coaser (respectively, finer) one.

Considering spatio-temporal granularities, Wang and Liu [13] define a spatio-tem-
poral granularity as a pair composed of a temporal and a spatial granularity. Formally, if
SG is a spatial granularity and TG a temporal granularity then STG = SG⊗ TG is a
spatio-temporal granularity. STG(i, j) represents a spatio-temporal granule composed
of the ith spatial granule of SG and the jth temporal granule of TG. This means that at
instants belonging to TG(j) the spatial granule SG(i) is valid (i.e., exists).

A different approach consists to attach valid time to spatial granularities. Thus, a
spatio-temporal granularity is defined as a partial function that associates a spatial gran-
ularity to those temporal granules representing instants during which it is valid. This
approach has been used by Camossi et al. [2] and Belussi et al. [1].

Considering raster spatial maps, Tomlin et al. introduce in [12] the map algebra, a
language defining operations for handling map layers. In this model, a raster map is
represented as a matrix in which each cell contains a value representing a survey. This
model has been extended to the spatio-temporal case by Mennis et al. [9]. They extend
the usual two-dimensional space adding time as third dimension. They represent spatio-
temporal maps as mappings from a three-dimensional matrix to a set of labels. Using
this model, they extend also the map algebra functions.

3 Frameworks for Vector-Based Granularities

In this section we briefly recall the notions, based on vector data, of spatial (Sect. 3.1)
and spatio-temporal (Sect. 3.2) granularities proposed in [1].

3.1 Spatial Granularities

A spatial granularity represents a partition of a space domain in regions, called granules.
Each granule may have holes and may be composed of several disjoint areas. Each
granule is an indivisible entity useful to spatially qualify classical information.

In [1] spatial granularities are defined by using a two-level model. The lower level
represents the spatial domain, which contains geometrical information and in which
vector data representing granules are defined. The higher level is an index structure
used to access and manage granules. In order to represent in the same structure the
granules and the relationships between them, multidigraphs are used as index sets. A
multidigraph is a labelled directed graph with multiple labelled edges. This two-level
structure of a spatial granularity is exemplified in Fig. 1.

In the multidigraph each node represents a spatial granule and it is mapped to its
vector geometrical representation. On the other hand, edges represent relations between
granules (e.g., direction- and distance-based relations). Each edge is labelled with the
name of the relation it represents. The association of edge labels with the mathematical
definition of relations they represent is maintained by an ad-hoc mapping.

The framework for spatial granularity may be completed defining relations and oper-
ations over spatial granularities. Relations between granularities allow one to compare
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granules belonging to different granularities. This feature is useful for aggregating data
already aggregated with a granularity G by using a different granularity H . The follow-
ing relations between spatial granularities have been defined:

– GroupsInto(G,H): each granule of H is equal to the union of a set of granules
of G, e.g., provinces group into regions;

– FinerThan(G,H): each granule of G is contained in one granule of H , e.g.,
university campuses are contained in municipalities;

– Subgranularity(G,H): for each granule of G, there exists a granule in H with
the same spatial extent, e.g., European nations are a subgranularity of all nations;

– Partition(G,H): G groups into and is finer than H , e.g., countries partition con-
tinents;

– CoveredBy(G,H): the image ofG (i.e., the union of the spatial extent of its gran-
ules) is contained in the image of H , e.g., national parks are covered by provinces,
but they are not finer than, since a park can be shared by two provinces;

– Disjoint(G,H): images of G and H are disjoint, e.g., national parks and munici-
pal parks are disjoint;

– Overlap(G,H): images ofG andH overlap, e.g., national parks and lakes overlap
each other.

Further, operations over spatial granularities have been proposed. They may be used
to create new granularities from already defined ones. For example, if we have a gran-
ularity representing provinces, we may create automatically a granularity representing
regions by grouping appropriately granules of provinces. In other cases, we may want
to create a new granularity selecting only granules of a given granularity satisfying a
given constraint.

Considering application-driven requests and users’ requirements, the following op-
erations over spatial granularities, where G and H are input granularities, have been
defined:

– Grouping creates a new granularity grouping granules of G accordingly to a
given partition. For example, a new granularity partitioning a city in three granules
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representing rich, middle class, and poor quarters can be obtained grouping together
quarters accordingly to a user-defined partition based on population wealth;

– Combine groups together granules of G included in one granule of H , e.g., Eu-
ropean parks can be grouped together with respect the nation they belong to;

– Subset selects only granules of G belonging to a given set, e.g., from the European
nations select only those that do not touch any sea;

– SelectInside selects only granules of G that are contained in a granule of H , e.g.,
we can select only those national parks belonging to a single province;

– SelectContain selects only granules of G that contain at least one granule of
H , e.g., given a granularity representing nuclear plants, we can select only those
nations having at least one plant;

– SelectIntersect selects only granules of G that intersect at least one granule of
H , e.g., from provinces we can obtain only those overlapping national parks;

– Union creates a new granularity containing all granules of G and H (eventually
deleting from the granules of H the extents already contained in G), e.g., we can
obtain all parks by joining national, regional, and municipal parks;

– Intersect creates a new granularity containing only granules representing inter-
sections of one granule of G with one of H , e.g., we can refine national parks
dividing them with respect to provinces;

– Difference creates a new granularity obtained from G by deleting those areas
covered also by some granules of H , e.g., we can obtain only terrestrial extent of
provinces by deleting from them the lakes.

3.2 Spatio-Temporal Granularities

Spatio-temporal granularities represent the changes over time of a spatial granularity
(see Fig. 2). A spatio-temporal granularity has two components. The former is a tem-
poral granularity, tG, that aggregates time points, while the latter is a mapping (called
spatial evolution) that associates to each time point t the spatial granularity valid on it.

Relations and operations have been defined for spatio-temporal granularities. In both
cases, the spatial definitions have been extended to the spatio-temporal context by
adding a time domain. Considering relationships, spatio-temporal relations add to the
spatial ones two temporal quantifications, one at the granule level and another at the
time point level. Quantifications allow to control when spatial relationships must be
valid during the spatial evolution in order to satisfy a spatio-temporal relation. This ex-
tension allows one to represent concepts such as “spatial relation R is always valid” or
“for each time granule there exists a time point in which spatial relation S is valid”. For
example, we can state that regions always partition countries.

A similar extension has been defined for spatio-temporal operations. Spatio-temporal
operations apply the original spatial operations to each spatial granularity recorded in
a given spatio-temporal granularity. Spatio-temporal operations allow one to compute,
for example, grouping, union, and selection by containment over spatio-temporal gran-
ularities. For example, we can calculate the granularity representing, instant by instant,
African countries intersecting areas where cholera cases have been surveyed.
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4 Raster-Based Spatial Granularities

In this section, we define a notion of spatial granularity for the raster data model. More-
over, based on this notion, we redefine relationships and operations already defined for
vector-based spatial granularities.

In the raster model, maps are represented by partitioning the space domain in equal-
sized square areas (see Fig. 3). The size of areas depends on the resolution (i.e., the
accuracy needed) of the map, it may range from centimeters to kilometers. Inside each
area, the physical characteristic of interest is measured and its average value is associ-
ated to the area. Areas can be uniquely and totally numbered starting from a specific
point, the origin of the raster map. Usually, areas are numbered defining a Cartesian co-
ordinate system: in this way each area corresponds to a unique pair of integers. Thus, a
raster map can be represented by a matrix whose components are called cells. Knowing
the position in the space domain of the origin of the map and its resolution (i.e., the
size of areas), it is possible to know what area corresponds to each cell. Hereafter, we
suppose that all maps have the same coordinates system and resolution. Each cell stores
the value of the corresponding area. In this paper we do not consider the construction
of raster maps, but only the mapping associating to each cell the corresponding label.

A spatial granularity for raster maps represents the partitioning of cells, and then of
areas in the space domain, accordingly to their associated values, called labels. Hence,
we formally define a spatial granularity σ as a total function from two-dimensional
coordinates in Z

2 to a label set L, σ : Z
2 → L. In this way, given a cell c ∈ Z

2,
σ(c) represents the label associated to c. The same model has been used also by Erwig
et al. [4]. Note that the label set can be of any type, e.g., integer numbers, pairs, or
strings. To ensure that σ is a total function, we assume that each label set L contains
the special label ⊥ (called undefined) and that cells whose areas are not covered by σ
are all labeled with ⊥. We define the image of a spatial granularity as the set of all cells
with a non-undefined label, i.e., Image(σ) = {c ∈ Z

2 | σ(c) �= ⊥}.
Granules composing a granularity are the sets of all cells with the same label. Since

each cell belongs to exactly one granule and areas corresponding to cells are disjoint
by construction, granules are therefore disjoint without imposing any further constraint.
Given a granularity σ, the granule with label l ∈ L, denoted with γσ(l), is then repre-
sented by all cells labelled with l, γσ(l) = {c ∈ Z

2 | σ(c) = l}. Moreover, given a cell
c ∈ Z

2, we denote with γσ(c) = γσ(σ(c)) the granule to which c belongs. We define
the set of all granules composing σ as Γσ = {g ∈ P(Z2) | g = γσ(l)∧ l ∈ range(σ)}
where range(σ) is the set of all labels actually used in σ.

Fig. 4 depicts an example of raster spatial granularity representing land usage. For
the sake of simplicity, we represented each label with a different color, explained beside.
In this example, the granularity is made up of three granules representing areas covered
by commercial, recreational, and residential buildings.

Note that the above definition of spatial granularity is also suitable for representing
granularities that are regular subdivisions of the space, as in the example depicted in
Fig. 5. For example, knowing that cells (squares with thiner borders) represent square
areas in the space domain whose size is 10×10 meters, we would like to make gran-
ules (squares with thicker borders) representing sets of cells whose total extent in the
space domain is 20×20meters. In this case, cells are grouped together in bigger squares.
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The number of cells, on the x- and y-axis, to be grouped together depends on the ratio
between the granule size (20×20) and the map resolution (10×10), in this case it is two. To
each group (i.e., granule) must be associated a different label. Labels can be calculated,
for example, by using space-filling curves, e.g., Z-order (exemplified in the figure).

Given two spatial granularities σ1 and σ2, we define next relations between them,
whose meaning is equivalent to that of relations between vector-based spatial granular-
ities given in Sect. 3.1.

– The GroupsInto relation requires that each granule in σ2 is equal to the union of
a set of granules in σ1.

GroupsInto(σ1, σ2) � ∀g ∈ Γσ2 .∃G ⊆ Γσ1 .g =
⋃

h∈G h.
– The FinerThan relation requires that each granule in σ1 is contained in a granule

of σ2:
FinerThan(σ1, σ2) � ∀g1 ∈ Γσ1 .∃g2 ∈ Γσ2 .g1 ⊆ g2.

– The Partition relation corresponds to imposing both the GroupsInto and the
FinerThan relations:

Partition(σ1, σ2) � GroupsInto(σ1, σ2) ∧ FinerThan(σ1, σ2).
– TheSubgranularity relation requires that each granule in σ1 has a correspondent

equal granule in σ2:
Subgranularity(σ1, σ2) � ∀g1 ∈ Γσ1 .∃g2 ∈ Γσ2 .g1 = g2.

– The CoveredBy relation requires that the image of σ1 is covered (i.e., is a subset)
of that of σ2 :

CoveredBy(σ1, σ2) � Image(σ1) ⊆ Image(σ2).
– The Disjoint relation imposes that the images of σ1 and σ2 be disjoint:

Disjoint(σ1, σ2) � Image(σ1) ∩ Image(σ2) = ∅.
– Finally, the Overlap relation requires that the images of σ1 and σ2 have a non-

empty intersection:
Overlap(σ1, σ2) � Image(σ1) ∩ Image(σ2) �= ∅.
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We can also redefine the operations given for vector-based spatial granularities. In the
following definitions we assume that σ : Z2 → L, σ1 : Z2 → L1, and σ2 : Z2 → L2

are raster-based spatial granularities. The meaning of each operation is the same as we
explained in the previous section about vector-based spatial granularities.

– The Grouping operation creates σ′ in which granules of σ are grouped together
with respect to a partition of its labels. Formally, if P = {Q1, . . . , Qn} is a partition
on the label set L such that

⋃n
i=1 Qi = L�{⊥}, then Grouping(σ, P ) is defined

as the mapping σ′ = Z
2 → P(L) such that:

∀c ∈ Z
2.σ′(c) = Qi iff σ(c) ∈ Qi.

– The Combine operation groups together the granules of a given granularity σ2 to
form a new granule. Conversely to Grouping, in this case the groups are given
by the partition of the space defined by the granularity σ1. All granules of σ2 com-
pletely contained in a granule of σ1 are grouped together, and they receive the label
of the granule in σ1. Formally, σ′ = Combine(σ1, σ2) : Z

2 → L1 is such that

∀c ∈ Z
2.σ′(c) =

{
σ1(c) if γσ2(c) ⊆ γσ1(c) ∧ σ2(c) �= ⊥
⊥ otherwise.

– The Subset operation returns a new granularity σ1 in which only cells having
their label in a given label set I are maintained, while the other ones are set to ⊥.
Formally, if I ⊆ L then σ′ = Subset(σ, I) : Z2 → I is defined as

∀c ∈ Z
2.σ′(c) =

{
σ(c) if σ(c) ∈ I
⊥ otherwise.

– The SelectContain operation sets to ⊥ all cells of σ1 whose granules do not con-
tain at least one granule of σ2. Formally, σ′ = SelectContain(σ1, σ2) : Z2 →
L1 is defined such that

∀c ∈ Z
2.σ′(c) =

{
σ1(c) if ∃l2 ∈ L2 � {⊥}.γσ2(l2) ⊆ γσ1(c)
⊥ otherwise.

– The SelectInside operation keeps only those granules of σ1 that are contained
(i.e., inside) in a granule of σ2. Formally, σ′ = SelectInside(σ1, σ2) : Z

2 → L1

is such that

∀c ∈ Z
2.σ′(c) =

{
σ1(c) if γσ1(c) ⊆ γσ2(c) ∧ σ2(c) �= ⊥
⊥ otherwise.

– The SelectIntersect operation keeps only those granules of σ1 that intersect at
least one granule of σ2. Formally, σ′ = SelectIntersect(σ1, σ2) : Z2 → L1 is
defined as:

∀c ∈ Z
2.σ′(c) =

{
σ1(c) if ∃l2 ∈ L2 � {⊥}.γσ2(l2) ∩ γσ1(c) �= ∅
⊥ otherwise.

– The Union operation calculates the union of two granularities σ1 and σ2 by taking
all granules of σ1 and also those parts of the granules of σ2 that do not intersect any
granule of σ1. Formally, σ′ = Union(σ1, σ2) : Z2 → L1 ∪ L2 is defined as the
mapping such that:

∀c ∈ Z
2.σ′(c) =

{
σ1(c) if σ1(c) �= ⊥
σ2(c) otherwise.

– We can define two versions of the intersection of two granularities, that we call
inner intersection and outer intersection. The first one considers only cells that
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have an associated label in both parameter granularities. It is defined as σ′ =
InnerIntersect(σ1, σ2) : Z

2 → L1 × L2 such that

∀c ∈ Z
2.σ′(c) =

{ 〈σ1(c), σ2(c)〉 if σ1(c) �= ⊥ ∧ σ2(c) �= ⊥
⊥ otherwise.

The second one considers also cells that have not an associated label in one of the
two parameter granularities, i.e., σ′ = OuterIntersect(σ1, σ2) : Z

2 → L1 × L2

is such that

∀c ∈ Z
2.σ′(c) =

{⊥ if σ1(c) = ⊥ ∧ σ2(c) = ⊥
〈σ1(c), σ2(c)〉 otherwise.

– The Difference operation keeps the label of only those cells of σ1 that are unde-
fined in σ2. Formally, σ′ = Difference(σ1, σ2) : Z

2 → L1 is such that:

∀c ∈ Z
2.σ′(c) =

{
σ1(c) if σ2(c) = ⊥
⊥ otherwise.

We can also adapt to our definition of spatial granularity the Relabel operation pro-
posed by Erwig and Schneider [4]. This operation allows to modify the labels of a
granularity. To do that, it uses a total function r that associates to each label of the given
granularity a new label. Then, if I is a label set and r : L → I is a relabelling total
function, σ′ = Relabel(σ, r) : Z2 → I is defined such that ∀c ∈ Z

2.σ′(c) = r(σ(c)).
We note that the Grouping and Subset operations can be expressed by using the

Relabel operation. Given a partition P = {Q1, . . . , Qn} of the label set of σ (say L),
we can define the relabelling function rP : L → P(L) such that, for each label l ∈ L,
rP (l) = Qi if and only if l ∈ Qi. Then, Grouping(σ, P ) ≡ Relabel(σ, rP ).

On the other hand, given a subset I of the label set of σ (say L) we can define the
relabelling function rI : L → I such that, for each label l ∈ L, rI(l) = l if l ∈ I , and
rI(l) = ⊥ otherwise. Then, Subset(σ, I) ≡ Relabel(σ, rI).

5 Raster-Based Spatio-Temporal Granularities

Following the same approach used for vector-based spatio-temporal granularities, we
now extend the notion of granularity for raster maps to the spatio-temporal case. This
approach has been used also by Frank [5] for representing time series of spatial layers.

We denote with ΣL the set of all raster spatial granularities over the label set L.
Hence, a raster-based evolution over L, that represents the evolution over time of a
raster-based spatial granularity, is defined as a total function ε : Z → ΣL that associates
to each time point the spatial granularity that is valid on it. We denote with σ⊥ the spatial
granularity that associates to each point in Z

2 the value ⊥. Thus, in order to ensure that
an evolution is a total mapping, we impose that, whenever no spatial granularity is valid
at one time point, the evolution associates σ⊥ to this time instant. The spatial granularity
valid at time t is ε(t). The spatial granule with label l at time t is denoted with γε(t)(l).

We define a raster-based spatio-temporal granularity τ over a label set L as a pair
〈tG, ε〉 composed of a temporal granularity tG [10] and a raster-based evolution ε over
L. The temporal granularity tG associates to each index i of an index set I (e.g., Z)
the set of all time points belonging to the time granule identified by i. In this way, it
aggregates time points and the spatial granularities valid on them. The spatio-temporal
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granule τ(i, l) represents the evolution during time granule i of the spatial granule l.
We call TL the set of all raster spatio-temporal granularities over the label set L.

Fig. 6 depicts the spatio-temporal granularity 〈Years, LandUsage〉. To each time
point ti (aggregated with respect to the temporal granularity Years) is associated the
spatial granularity valid on it. In Fig. 7 the spatio-temporal granule representing resi-
dential cells during the time granule 2010 is depicted.

We now define relations between raster spatio-temporal granularities. The basic idea
defining relationships between two spatio-temporal granularities is to compare, instant
by instant, the spatial granularities they store. In spatio-temporal granularities, time is
arranged in two levels, granule and time point level. We introduce at both these levels a
temporal quantification operator, All (∀) or Exists (∃). These quantifications, prefixed to
the spatial relation R, specify when R must be verified in order that the spatio-temporal
relation holds. For example, given two spatio-temporal granularities τ1 = 〈tG1, ε1〉 and
τ2 = 〈tG2, ε2〉, the spatio-temporal relation ∀∃R(τ1, τ2) corresponds to impose that

∀i ∈ I.∃t ∈ tG1(i).R(ε1(t), ε2(t)),

i.e., in each time granule of tG1 there exists an instant on which R holds. Similar
definitions can be given for the other three possible combinations of the two time
quantification operators (i.e., ∀∀, ∃∃, ∃∀). For example, the spatio-temporal relation-
ship ∀∀FinerThan(stCultures, stSoilType) checks whether, at every time point
of each time granule, the cultures types are finer than the soil types.

Operations over spatial granularities can be similarly extended in order to achieve a
definition over spatio-temporal granularities. The main idea is to redefine them in order
to accept spatio-temporal parameters and to return a spatio-temporal granularity. To do
that, each spatio-temporal operation (whose name is equal to the correspondent spatial



106 G. Pozzani and E. Zimányi

one) simply applies, instant by instant, the spatial operation to all spatial granularities
evolving during it. This approach corresponds to the lifting of operations proposed by
Güting et al. [6] for moving objects. This extension is reflected by signatures of op-
erations. Unary (Grouping, Subset, and Relabel) and binary (all the other ones)
operations over spatial granularities have the following signatures (where Par generi-
cally represents the type of non-spatial parameters requested by unary operations):

Op1 : ΣL × Par → ΣL1 and
Op2 : ΣL1 ×ΣL2 → ΣL,

respectively, and they can be extended as follow:
Op1 : TL × Par → TL1 ,
Op2 : TL1 × TL2 → TL,
Op2 : TL1 ×ΣL2 → TL, and
Op2 : ΣL1 × TL2 → TL

in order to accept spatio-temporal parameters. Binary operations can accept two spatio-
temporal parameters or one spatio-temporal granularity plus a spatial one.

Formally, the evolution resulting from a unary spatio-temporal operation Op1, ap-
plied to 〈tG, ε〉, is ε′ such that ∀t ∈ Z.ε′(t) = Op1(ε(t), Par), i.e., Op1 is applied
to each spatial granularity evoling in ε. While evolutions resulting from binary opera-
tions τ ′ = Op2(τ1, τ2), τ ′′ = Op2(τ1, σ), and τ ′′′ = Op2(σ, τ2) are ε′, ε′′, and ε′′′,
respectively, such that, for each time point t ∈ Z:

ε′(t) = Op2(ε1(t), ε2(t)),
ε′′(t) = Op2(ε1(t), σ), and
ε′′′(t) = Op2(σ, ε2(t)).

Spatio-temporal operations allow one to calculate, for example, stResidential =
Subset(stLandUsage, {Residential}), representing the spatio-temporal granular-
ity in which, at each time point t, only the granule labelled with Residential is se-
lected. The binary operation SelectInterset(stPollution, stResidential)
creates the granularity representing at each time point the pollution granules intersecting
residential areas. While with SelectIntersect(MineralRes, stUnused)we calculate
the granularity representing at each time the mineral resources (that do not change over
time) that intersect unused areas (that evolve over time).

Finally, it is useful to define the new Remodulate operation that, given a spatio-
temporal granularity τ = 〈tG, ε〉 and a temporal granularity tH , creates a new spatio-
temporal granularity replacing with tH the temporal granularity in τ . Formally:

Remodulate(τ, tH) � 〈tH, τ.ε〉.
For example, from stLandUsage based on the temporal granularity Months, we can
obtain the land usage based on years with Remodulate(stLandUsage, Years).

6 Conclusions

Temporal, spatial, and spatio-temporal granularities have proved their usefulness in
several application fields. However, only notions related to temporal granularities and
spatio-temporal data warehouses are well established, while definitions of spatial and
spatio-temporal granularities are not commonly agreed.

In [1], a framework for spatial and spatio-temporal granularities based on a vector
model has been proposed, unifying and completing previous proposals. However, to the
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best of our knowledge, there are no proposals for spatial and spatio-temporal granular-
ities for raster data. In this work we proposed a framework for granularities based on
raster data models. We proposed also relations and operations useful to reason about
them. A spatial granularity partitions the space domain with respect to the values asso-
ciated to entries in a raster map. Raster-based granularities are defined directly on raster
maps, avoiding the need of a processing phase to convert them in a vector model.

A spatio-temporal granularity associates to each time point, aggregated accordingly
to a time granularity, the raster-based spatial granularity valid on it. Then, relationships
and operations can be extended to the spatio-temporal case just applying them, instant
by instant, to all spatial granularities evolving in a spatio-temporal granularity.

As for future work we want to deeply study relationships and operations formalizing
their semantics. Then, we want to develop an implementation of raster-based granular-
ities studying how they can be represented in GIS software and in DBMSs, and their
computational complexity. Moreover, we will consider how proposed vector- and raster-
based granularities can be integrated in models for spatio-temporal data warehouses.
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Abstract. Data Stream Management Systems (DSMSs) process highly bursty
streams in real time and are used in diverse application domains. Satisfying Qual-
ity of Service (QoS) requirements and providing accurate results are critical to
the success of DSMSs and the applications that use them. In order to maintain
QoS, various approaches have been proposed in the literature, including capac-
ity planning, scheduling, and load shedding. Existing load shedding approaches
drop tuples either randomly or based on the characteristics of data or continu-
ous queries. On the other hand, utilizing application characteristics for dropping
tuples would increase the accuracy of the results and at the same time maintain
QoS. In this paper, we introduce load shedding schemes that are based on the ap-
plication semantics. The techniques presented in this paper complement existing
load shedding approaches.

Keywords: Load Shedding, Data Stream Processing, Application Semantics.

1 Introduction

Data Stream Management Systems (DSMSs) [1–3] process continuous queries (CQs)
[3] over stream data. Quality of Service (QoS) plays a major role in data stream pro-
cessing as DSMSs compute functions over data streams in realtime and in a contin-
uous manner. QoS-related challenges include capacity planning and QoS verification,
scheduling, and load shedding and run-time optimization [1]. Capacity planning cal-
culates the required resources to compute the given CQs and to satisfy their QoS re-
quirements. When multiple CQs are executed simultaneously, the scheduling of queries
or individual operators of a query is critical to resource allocation and is handled by
various scheduling strategies. No matter how good a scheduling strategy is, a DSMS
may be short of resources for processing all the CQs and satisfy their QoS require-
ments during temporary overload periods. Load shedding [4–9] techniques handle this
by dropping tuples without affecting QoS or with minimal loss in accuracy.

Current load shedding [4–9] techniques are based on data or system characteristics or
both. Existing approaches monitor the system and shed load randomly or based on the
system capacity, but satisfying the QoS requirements. Load is shed from the Aurora sys-
tem when the total CPU cycles required by the boxes and superboxes exceed the system
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capacity [4]. This is carried out by dynamically inserting and removing drop operators
into query plans and dropping tuples either randomly or based on the importance of the
content. Das et al. [5] present various load shedding techniques for sliding window join
operator. They show that dropping tuples based on their values yields better results than
randomized load shedding. Load shedding for aggregate queries are discussed in [6, 7].
To the best of our knowledge, none of the current load shedding approaches exploit the
application semantics for load shedding.

1.1 Motivating Example (CarADN)

In a car accident detection and notification system (Linear road benchmark [10]), each
expressway in an urban area is modeled as a linear road, and is further divided into
equal-length segments (e.g., 5 miles). Each registered vehicle on an expressway is
equipped with a sensor and reports its location periodically (e.g., every 30 seconds).
Based on this location stream data, a car accident should be detected in a (near) real-
time manner. An accident is detected when two vehicles are stopped at the same po-
sition over 2 minutes (i.e., four consecutive reports). One or more continuous queries
can be defined to detect accidents based on the input stream. However, it requires an
efficient, meaningful, and less redundant approach to send notifications. In other words,
the number of times the accident is reported should be kept to a minimum. With current
systems, if it takes 20 minutes to clear the accident, then duplicate accident notifications
are sent (i.e., one notification after the first 2 minutes and every 30 seconds thereafter).
This causes unnecessary overhead to the data stream system. If the number of tuples
entering the system exceeds the system capacity, load shedding is activated, which in
turn can drop tuples and can miss some other accident detection. When the semantics of
the car accident detection and notification application is exploited (i.e., do not send du-
plicate notification), number of notifications is reduced and number of tuples processed
by the DSMS is also reduced by dropping redundant tuples. This allows the system to
shed load without losing accuracy and without affecting QoS.

This is just one scenario where avoiding duplicates is critical. Other applications
have other requirements like accumulating various occurrences together and computing
the results based on them. In this paper, we will only look at the application scenario
discussed above.

1.2 Summary

In this paper, we present a novel approach that exploits application semantics to shed
load. Our approach is not a replacement for existing load shedding approaches, rather it
complements them. Our approach also avoids unnecessary computations that are being
carried out by the data stream system, as the applications that use the system do not
need those computation results. Currently, when a system exceeds the capacity, tuples
are shed based on the data or system characteristics. With our approach, first tuples are
shed based on application semantics and when the system exceeds load even after that,
regular load shedding approaches are used to maintain the QoS.
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2 Load Shedding Using Application Semantics

First, we need to identify the places to shed load. Second, we need to identify whether
we need new operators that can drop load based on application semantics, or modifica-
tions to existing algorithms alone is sufficient.

We will first discuss a simple query plan that involves a select, binary-join, and slid-
ing windows. A simple query is shown below and its corresponding query plan is shown
in Figure 1.

SELECT ∗
FROM S1 [ROW 10 TUPLES], S2 [ROW 10 TUPLES]
WHERE S1.id = S2.id

As shown in Figure 1, queues q1 and q2 maintain tuples from streams s1 and s2, respec-
tively. Synopses 1 and 2 are used by the binary-join operator for computations. Queue
q3 feeds the select operator and q4 stores the output of the select operator.

Fig. 1. A simple query plan

Consider our CarADN motivating example. The format of car location data stream
(i.e., CarLocStr) is given below:

CarLocStr(timestamp, car id, speed, exp way, lane, dir, segment)

Let us assume that two cars C1 and C2 are sending position reports every 30 seconds
(see below) and after colliding with each other. In this case, the input queue of the query
operator that processes this stream will contain the following tuples until the accident
is cleared. This is assuming the size of 10 tuples or 2 minutes for a sliding window.

CAR C1 CAR C2
10 : 00 : 00, C1, 0, I465, 1, N, 120 10 : 00 : 00, C2, 0, I465, 1, N, 120
10 : 00 : 30, C1, 0, I465, 1, N, 120 10 : 00 : 30, C2, 0, I465, 1, N, 120
10 : 01 : 00, C1, 0, I465, 1, N, 120 10 : 01 : 00, C2, 0, I465, 1, N, 120
10 : 01 : 30, C1, 0, I465, 1, N, 120 10 : 01 : 30, C2, 0, I465, 1, N, 120
10 : 02 : 00, C1, 0, I465, 1, N, 120 10 : 02 : 00, C2, 0, I465, 1, N, 120
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For the above situation, the application needs the data stream processing system to
reduce duplicate notifications. The best place to shed load in the query plan based on
application semantics is in the sliding window, as it feeds to operators and is not part
of the query plan. This requires no modifications to the query processor, which in turn
does not alter the scheduling. Thus, the system can shed load based on the application
requirements in the sliding window.

For our example, duplicates can be removed by replacing the old tuples with the new
instances of the same tuple. This removal can be based on one or more attributes. For the
accident notification system, we can assume that the tuple is considered a duplicate, if
all the attribute values match except the timestamp. In other words, new instances of the
tuple represent the occurrence of the same event. As shown in the sliding window above,
old tuples from the cars can be removed when the new tuples arrive. Assume that tuple
generated by C1 at 10:00:00 enters the system and is processed by the system. When
a new instance arrives at 10:00:30 the sliding window can replace the old one from
10:00:00 with this new instance and mark it as processed. This is possible because all
the values except the timestamp are the same. This prevents the data stream processing
system from performing unnecessary computations and generating duplicate results. It
also saves computation resources. Similarly, all the tuples arriving in the future can be
handled. If the accident is cleared, then cars send different values for other attributes in
addition to the time attribute. Since the duplication condition is not satisfied, the new
tuple will not replace the old one in the sliding window.

3 Conclusions and Future Work

In this paper, we presented a novel approach for shedding load over real-time data
streams. Our approach reduces unnecessary computations and complements existing
load shedding approaches. Though our initial results are encouraging, we need to iden-
tify diverse load shedding modes. We will investigate the adaptation of event consump-
tion modes or parameter contexts from the Active database (Event-Condition-Action
Rules) research. In addition to the sliding windows, synopsis of operators can also be
utilized for dropping tuples and needs to be explored.
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2. Carney, D., Çetintemel, U., et al.: Monitoring streams - a new class of data management
applications. In: Proc. of the VLDB (September 2002)

3. Babu, S., Widom, J.: Continuous queries over data streams. In: Proc. of the ACM SIGMOD,
pp. 109–120 (September 2001)
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Abstract. Most of today’s business applications rely on database management 
systems (Database-Driven Applications or DBAPs). Testing DBAPs requires 
not only knowing the functions to invoke and test, the input values, and the 
expected results; testers also need an initial database state (DBAP test data). 
Popular methods for deriving database test data include generators for synthetic 
test data, manual test data design, and live system snapshots. In this paper we 
analyze the major impact factors important for commercial projects when 
choosing a DBAP test data provisioning method.  

Keywords: Information Systems, Information System Engineering, Database-
Driven Applications, Testing, Test Data. 

1 Introduction 

Most of today’s business applications are database-driven applications (DBAPs), which 
rely on a database for storing and managing data. Testing a DBAP requires testing the 
application logic and its interaction with the database. A DBAP test case consists not 
only of input and output parameter values and the procedure to invoke and test; it also 
comprises an initial database state (DBAP test data). Willmor and Embury were the first 
to formalize DBAP test cases and, thereby, the need for DBAP test data, with their 
quintuple model [WE06]. Crucial research exists about how to derive DBAP test data 
automatically. The AGENDA prototype [CD04] might be the best-known approach, but 
many more exist (e.g., [DC07] and [HT06]). In this paper we take a different 
perspective. Although there are various test data provisioning methods, no methodology 
exists for guiding commercial software development projects to the method best-suited 
to their concrete needs. This paper fills that gap. Section 2 compiles the popular 
provisioning methods; Section 3 discusses our methodology and the various factors 
relevant when choosing a provisioning method; and Section 4 gives a detailed example 
for analyzing one specific factor (DBAP test data quality). 

2 Provisioning Methods 

Provisioning methods describe (a) how we derive DBAP test data and (b) how we 
load those data into the database. These are the two dimensions of our DBAP test data 



114 K. Haller 

provisioning matrix (Figure 1). Three options exist for the first dimension, i.e., for 
deriving DBPA test data: manual design, data generation, and live data. Manual 
design requires a tester to analyze the specification. He defines the test cases, which 
also comprise suitable DBAP test data. Data generation is based on a generator, which 
takes a DBAP as input and returns DBAP test data. The third option is using live data, 
in which case we copy data from a live system into a test environment. The second 
dimension–how we load the data into tables–has two options: inserting the data 
directly into the database tables or using the regular way via GUI (or interfaces). If we 
choose the regular way, the data goes through the normal validations and processing 
in the business logic layer before being written into the database tables.  

There are six ways to combine the options for the dimensions “deriving” and 
“loading.” The methods for four of them apply directly to commercial projects. For 
method GUI Input, a tester designs the test data, then she inputs the data manually via 
the GUI. She repeats the task every time a new testing environment is needed. The 
Capture & Replay method also requires a tester to design and input the test data 
manually via GUI the first time. Then, capture and replay tools such as Selenium 
capture the input process. The next time someone needs test data, the capture and 
replay tool replays the input. Insert Scripts rely on DBAP test data designed by 
testers, too. In contrast to the previous methods, testers write SQL statements that 
insert the test data directly into the database tables. Commercial Data Generation 
Tools such as the datanamic DB Data Generator analyze the database catalogue, then 
generate data automatically and write it directly into the database tables.1 DB 
Snapshots rely on tools such as Oracle Datapump. They read the live data from all 
DBAP’s database tables, store them, and load them into a DBAP test environment 
when needed. 

 Manual Design Data Generation Live Data 
  

Regular 
(GUI/Interface) 

GUI Input, 
Capture & Replay 

No out-of-the-box 
solution 

No out-of-the-box 
solution 

  

DB direct Insert Scripts Commercial Data 
Generation Tools DB Snapshots 

  

Fig. 1. DBAP Test Data Provisioning Matrix 

3 The Methodology and Influence Factors 

When project managers choose a provisioning method, three criteria are relevant: 
initial set-up costs, maintenance costs, and quality. Quality addresses the DBAP test 
data quality, but also the resulting test quality. A project manager has to evaluate the 
three criteria for all provisioning methods in our DBAP test data matrix, before he can 
make an informed decision. The evaluation and the decision form Steps 2 and 3 of our 
                                                           
1 We listed some promising research prototypes in Section 1. They take the DBAP’s application 

code into account, too; however, these ideas cannot be used in commercial settings yet. 
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Abstract. Integration of data mining in database systems is an open topic of 
research. The DBMS’s power of dealing with lots of data and maintaining data 
integrity adds to the motivation of integrating it with data mining. We propose a 
method to integrate decision tree classification to do the required pre-
computations and store it in database objects for later use. These pre-computed 
values get updated with the introduction of new data or change in the existing 
data for classification. Decision tree classification can readily make use of these 
pre-computed values to build classification models. Our approach is based on 
the column database to use it effectively for feature oriented calculations. This 
comparatively improves performance if classification is deemed to be 
performed on a high dimensional data. 

Keywords: Data Mining, Decision Tree Classification, Database Systems. 

1 Introduction 

The tight coupling of data mining with database systems is an interesting challenge. 
The first study about integrating data analysis methods into DBMSs came with the 
development of data warehousing and On-Line Analysis Processing (OLAP) in 
particular [1]. Most DBMS vendors included data mining features into their 
products[2,3,4]. The motivation to integrate data mining with databases comes from 
the facts that these both fields are data oriented. Data mining is itself a merged field of 
various domains to analyze mostly large volumes of data and find useful patterns in it. 
While database systems store, manipulate and retrieve tons of data efficiently. DM 
lacks the scalability feature to be able to deal with volumes of data. It then depends on 
feature selection [5] or sampling [6] to reduce the size of the data in order to perform 
in- memory data mining. On the other hand, database management system is meant to 
handle large volume of data and maintain data integrity. Bringing the best of the both 
worlds together would help data analysts to perform complex analysis with least 
concern for scalability of data mining and integrity of the data.  

2 Pre-computations 

Databases and Data Warehouses are natural repositories to store data for different 
purposes. These data are processed using a variety of ways. One common approach is 
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to query data using SQL statements. Complex queries can take considerable time. 
One method to answer queries efficiently is to use pre-compute data and materialize it 
in an object, called Materialized View. Materialized views are query results that have 
been stored in advance so long-running calculations are not necessary when SQL 
statements are actually executed. From a physical design point of view, materialized 
views resemble tables or partitioned tables and behave like indexes [7]. This improves 
performance of the queries significantly. 

Our idea of pre-computations for data mining is partially based on this concept of 
materialized views. As data mining is not a one shot activity but rather an iterative 
and interactive process. Data mining can be thought of set of various algorithms. Each 
algorithm operates on a data set by performing various computations over it. Decision 
tree classification algorithms are re-cursive in its operation. To build a decision tree 
model, at each step of the algorithm, all features (attributes) are evaluated to choose 
the best feature as a root node. We consider the ID3 algorithm to show how various 
values can be pre-computed for it.  

ID3 algorithm takes in a set of categorical variables and evaluates each variable to 
find the best split variable using the information gain method. This process is then 
repeated recursively until all variables are tested and/or all instances are classified 
according to a given output variable. The evaluation of each variable involves 
performing a series of calculations from counting instances to calculating entropy and 
information gain. This operation can become costlier when numbers of variables are 
more. And this is the motivation for our method of pre-computations. All these 
mentioned calculations can be performed in advance and can be stored in a 
materialized view. And later, can be exploited by the algorithm without re-
computations. 

As soon as a decision tree model is declared and the number of classes is known, 
Entropy and Information gain can be calculated and stored. And when the algorithm 
is actually run, it can make use of these values. This saves time and makes the 
algorithm work efficiently. 

3 Storage of Pre-computations for DTC 

In order to store potentially pre-computable values that would later be fed to DTC 
program, there can be two simple ways to do it. One way is to have a separate storage 
structure for each of the table that contains observations for the training of the 
decision tree. Figure 1 depicts this method where for each base table there is one 
associated dependent MV to hold these pre-computed values. This method is simpler 
but it will require having the same number of MV as the number of base tables. That 
would contribute to the maintenance efforts in a negative way.   

But as new data is pumped into the base tables, only corresponding MVs would be 
updated to reflect the change in the source data. The second approach is to have a 
central database-wide table to hold potentially pre-computable values for all base 
tables. Figure 2 represents this approach. This single table approach would reduce the 
maintenance efforts.  
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Base_tbl_1 

ObsNo Form Parenting  Class 
1 1 usual  Rec 
2 2 Great  Ntr 
3 1 Prêt  Ntr 

--- --- ---  --- 
 

 
 
DPMCtbl_1 

CNo FieldID CalcType Value 

1 Form E 0.45 

2 Parent E 0.32 
 

Base_tbl_2 
ObsNo Outlook Temp  Class 

1 cloudy High 1

2 sunny Low 0 
3 over Med 0 
--- --- ---  --- 

 

 
 
DPMCtbl_2 

CNo FieldID Calc_Type Value 
1 Outlook E 0.693 
2 Outlook E 0.247 

 

Base_tbl_n 
ObsNo F1 F2  Class 

1 A X Y 
2 B Y N 
3 C Z N 
--- --- ---  --- 

 

 
 
DPMCtbl_n 

CNo FieldID CalcType Value 

1 --- --- --- 

2 --- --- --- 
 

Fig. 1. Representation of pre-computation structures: One MV for one each table containing 
observations for DTC training 

 

CNo TableID FieldID C_Type Value 

1 PlayGOLF PlayGOLF Entropy 0.940 

2 PlayGOLF Outlook Entropy 0.693 

3 PlayGOLF Outlook Gain 0.247 

 
 
 

 
Fig. 2. Representation of pre-computation structures: A database-wide table for all datasets 
containing observations for training DTCs 

4 Storage of DM Results into an Appropriate Storage Structure 

Data Mining is a complex set of operations and takes a lot of efforts and resources to 
perform it. The output of almost each phase of DM is input to another phase. The time 
taken for processing at each phase can vary from microseconds to hours depending 
upon the size of the data, machine and type of tasks. Results of each phase and of the 
whole DM process can be stored in the existing DB/DWH structures to provide for 
efficient retrieval at a later stage.  

Database 
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There can be two ways to store trees. One is to use a separate table for each tree 
that is constructed. This may take more space on the disk and will result in more 
maintenance efforts as not all trees will be useful. Trees not useful will be discarded. 
The other method is to use a database-wide table to store all trees that are constructed. 
Each node of each tree will be inserted as a record in this table along with information 
about the node’s level number, the SplitVar (attribute in database vocabulary), 
Split_Value, Operator, Parent Node, Version and TableID to keep track of the table 
for which the tree is constructed.  

5 Summary and Conclusion 

In this paper we proposed a method of integrating Decision Tree Classifiers in 
Database Systems. The integration aims to figure out pre-computable values required 
for the construction DTCs and store these values in MV or in a central database-wide 
table. These values can then be fed to the ID 3 algorithm allowing not only for 
integration but also to make it efficient. All computations requires for to choose the 
root node, are already performed. The algorithm will carry out its process further at 
the sub-tree levels. Furthermore, storage of the DTCs is also proposed which allows 
for interactive and iterative data mining model construction.  
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Abstract. In this paper, a new flexible range markup technique for Web 
documents is presented as an alternative to XPointer technology, based on the 
RDFa standard. The principal objective is to define semantic annotations that 
support the evolution of annotated Web documents more effectively than 
XPointer. The term ‘Flexible Range’ indicates that annotations can be defined 
over different ranges of text within a Web page and multimedia objects within 
it, independently of its HTML tags.  

Keywords: RDFa, semantic annotation, metadata, semantic web. 

1 Introduction 

The emergence in 2001 of the Semantic Web concept marked an important stage in 
the Web’s evolution. As stated in [1] it was "an extension of the current Web in which 
information is given well-defined meaning, better enabling computers and people to 
work in cooperation." This proposition has not yet been realized, and although many 
efforts have been made in this direction much remains to be done.  

One of the main issues to be resolved in order to progress towards the Semantic 
Web is how to convert existing and new Web content that can be understood by 
humans into semantically-enriched content that can be understood by machines. 

The semantic markup of Web documents is the first step towards adapting Web 
content to the Semantic Web. Providing the information elements that currently make 
up the Web with a well-defined meaning would, among other things, improve its 
contextual search capabilities, increase interoperability between systems in 
‘collaborative’ contexts and, when combined with Web services,  ultimately compose 
applications automatically based on published Web services [2] [3]. However, most 
Web content remains unstructured because of the difficulty and cost of markup.  

The main contribution of this paper is to present the flexible range markup 
technique on Web documents for the creation of semantic annotations. The paper 
begins with an introduction to markup methods. Then undertakes a detailed study of 
this technique, demonstrating its advantages over XPointer technology. Finally, the 
paper ends with conclusions and bibliography. 
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2 Markup Methods 

This is a very important issue when carrying out semantic annotations, as it is 
necessary to delimit the range of text on which the annotation is performed. 

XPointer [4] is a robust technology when used as a method for locating the text 
component to which an annotation refers, but presents problems when changes are 
made to a document on which there are annotations. When a document is edited there 
are typically additions, deletions and/or alterations to the order of paragraphs within 
it, a fact which causes the anchor points defined in XPointer for annotations to be lost. 
This means that the markup process has to be done each time a document is modified. 

A Range is an arbitrary part of a HTML document, defined by boundary points 
denoting the beginning and the end. DOM Range technology [5] allows a Range 
object to be created from the text selection made by the user from the Web browser.  

3 Flexible Range Definition 

Flexible Range Technique uses the capacity of DOM Range technology to delimit 
text ranges on which annotations are to be made, coupled with RDFa language [6] 
which allows embedded annotations to be made within the Web document that is 
annotated, thus addressing the problems presented by XPointer. 

This section explains the text fragment delimitation and identification technique for 
simple texts, and subsequently for more complex ones.  

3.1 Simple Delimitation and Identification 

When working with an HTML document from a Web browser and making a text 
selection such as the one below in Example 1.A with a grey background, the aim of 
the text selection is to define the text fragment on which the annotation is to be 
performed. 

<p>Lorem ipsum dolor sit amet, consectetur 

adipiscing elit.</p> 

<br> 

<ul> 

      <li>Duis orci tellus, dignissim ac laoreet sit     

             amet, porttitor et  purus. </li> 

</ul> 
 

<p>Lorem ipsum dolor sit amet, consectetur 

adipiscing elit.</p> 

<br> 

<ul> 

      <li>Duis orci tellus, <span id=”748”>                

            dignissim ac laoreet sit </span> amet,  

            porttitor et  purus. </li> 

</ul>

Example 1. A) Text selection HTML code B) Text selection delimitation and identification 

In Example 1.A, the process of assigning a unique identifier to the selected text 
fragment is easier this time because of the functionality that Range objects offer. First 
a Range object is created with which to delimit the text fragment to be annotated. 

A B 
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Then an HTML SPAN element is created to which an identifier is attached, along 
with other attributes (RDFa) deemed appropriate. To complete the process the 
primitive ‘Surround content’ of Range object is applied which allows the range 
created with the SPAN element that identifies the text fragment to be surrounded. The 
result can be seen in Example 1.B. 

Once the text fragment to be annotated is identified, the annotation process in 
RDFa standard language is easy.  

3.2 Multi-tag Delimitation and Identification 

In Example 2.A can be seen how the delimited text selection with a grey background 
crosses over various HTML tag boundaries. This fact causes a problem when trying to 
delimitate with a unique identifier. 

If following a process similar to that described above and creating Range object 
that defines the text selection, and then creating an HTML SPAN element to which 
the identifier “654” is attached, and finally applying the Range object primitive 
‘surround a content’, one arrives at the source code in Example 2.B. This is an invalid 
solution because identifiers must be unique and in this case they are duplicated. 

<p>Lorem ipsum dolor sit amet, consectetur 
adipiscing elit.</p> 
<br> 
<ul> 
      <li>Duis orci tellus, dignissim ac laoreet sit        
             amet, porttitor et  purus. </li> 
</ul> 
<br> 
<p>Mauris congue ultrices sodales. Vivamus 
dignissim tristique leo, sit amet posuere ipsum 
hendrerit id. </p> 
 

<p>Lorem ipsum dolor sit amet, consectetur  
<span id=”654” >adipiscing elit.</span></p> 
<br> 
<ul> 
      <li><span id=”654”>Duis orci tellus, ignissim  
        ac laoreet sit  amet,  porttitor et  purus.   
       </span></li> 
</ul> 
<br> 
<p><span id=”654”>Mauris congue ultrices 
sodales.</span> Vivamus dignissim tristique leo, 
sit amet posuere ipsum hendrerit id. </p> 

Example 2. A) HTML code for multi-tag text selection B) Invalid multi-tag  delimitation 

The adopted solution, when defining the flexible range semantic annotation 
technique, is assigned a global identifier that references the whole text selection, and 
local identifiers are used for the fragments that form the different HTML elements 
that appear in the text selection. This is a definition of a whole and its parts. 

Example 3.A illustrates what unique identification of the fragments that make up 
the user’s selection of text would be like. In this case it is indeed a valid unique 
identification. Note that there is no global identifier (654) of the annotation being 
undertaken; this work is carried out below in RDFa. 

 
 
 
 

A B 
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<p>Lorem ipsum dolor sit amet, consectetur  
<span id=”654-1” >adipiscing elit.</span></p> 
<br> 
<ul> 
      <li><span id=”654-2”>Duis orci tellus, 
ignissim  
        ac laoreet sit  amet,  porttitor et  purus.   
       </span></li> 
</ul> 
<br> 
<p><span id=”654-3”>Mauris congue ultrices 
sodales.</span> Vivamus dignissim tristique leo, 
sit amet posuere ipsum hendrerit id. </p>

 
<span id="654"  
           about="http://w3.ex.org/p.htm#654"                
           rel="rdf:Seq"> 
<span rel="rdf:li"  
           resource="http://w3.ex.org/p.htm#654-1"/> 
 <span rel="rdf:li"  
            resource="http://w3.ex.org/p.htm#654-2"/> 
<span rel="rdf:li"  
           resource="http://w3.ex.org/p.htm#654-3/> 
</span> 

Example 3. A) Valid multi-tag selection delimitation B) RDFa fragment definition 

Example 3.B illustrates how fragment definition in RDFa language is performed by 
employing the container element RDF Seq, used to define an ordered list of values. In 
particular it has been used to describe the fragments that make up the annotation. 

4 Conclusions and Future Work 

This paper has studied in detail the semantic annotation technique based on the 
definition of flexible ranges using RDFa language. The advantages of this technique 
over other markup techniques have been justified and are summarised below:  

• Enables consistent evolution of Web documents that have semantic annotations 
defined by this technique.  

• Avoids the “Deep Web” problem: Enables search engines indexers can access to 
semantic information stored in documents that use this technique of annotation. 

• Makes possible the dual storage of semantic annotations defined in a document, 
both on the server-side and embedded in the document that is marked. In a 
document with embedded semantic annotations in RDFa language, it is easy to 
obtain these annotations expressed in a way that is equivalent to RDF language, by 
means of an RDFa processor.  

Nowadays, we have just developed FLERSA (Flexible Range Semantic Annotation), 
a tool for manual annotation of Web content that illustrates the markup technique 
studied in this paper. The tool is available at the Web address http://www. 
scms.es/joomla. It has a test user (username and password: demo) from which to 
make annotations to documents hosted on the site.  

As regards future work, the FLERSA tool can be understood as a base module 
from which to compose more complex and functional semantic systems. Work will 
continue along these lines, with the aim of achieving automation of the annotation 
process and conversion of the infrastructure of Web Portals/CMS into its semantic 
equivalent, thus extending the benefits of the Semantic Web. 

A B 



126 J.L. Navarro-Galindo and J. Samos Jiménez 

References 

1. Berners-Lee, T., Hendler, J., Lassila, O.: Semantic Web. Scientific American (2001) 
2. Sheth, A., Bertram, C., et al.: Managing Semantic Content for the Web. IEEE Internet 

Computing 6(4), 80–87 (2002) 
3. Tse-Ming, T., Han-Kuan, Y., et al.: Ontology-Mediated Integration of Intranet Web 

Services. Computer Magazine 36(10), 63–71 (2003) 
4. DeRose, S., Maler, E., Daniel Jr, R.: XML Pointer Language (XPointer) Version 1.0 

(February 2001), http://www.w3.org/TR/xptr/ 
5. Kesselman, J., Robie, J., Champion, M., Sharpe, P., Apparao, V., Wood, L.: Document 

object model (dom) level 2 traversal and range specification, Technical report, W3C (2000), 
http://www.w3.org/TR/2000/REC-DOM-Level-2- 
Traversal-Range-20001113/ 

6. Adida, B., And Birbeck, M.: RDFa primer: Bridging the human and data Webs. W3C 
Working Group Note (October 2008),  
http://www.w3.org/TR/xhtml-rdfa-primer/ 



Issues of Flash-Aware Buffer Management
for Database Systems

Yi Ou and Theo Härder

University of Kaiserslautern, Germany
{ou,haerder}@cs.uni-kl.de

Abstract. Classical buffer replacement policies, e.g., LRU, are subop-
timal for database systems having flash disks for persistence, because
they are not aware of the distinguished characteristics of those storage
devices. We discuss the basic principles of flash-aware algorithms and
issues related to transaction management. An efficient flash-aware algo-
rithm, CFDC, is presented and compared to several previous proposals.

1 Introduction

Flash disks are considered an important alternative to magnetic disks. Therefore,
we focus here on the problem of buffer management for DBMSs having only flash
disks as secondary storage. Many efforts are made to systematically benchmark
the performance of flash disks [1,2]. The most important conclusions of these
benchmarks are:

– For sequential read-or-write workloads, flash disks often achieve a perfor-
mance comparable to high-end magnetic disks.

– For random workloads, the performance asymmetry of flash disks and their
difference to magnetic disks is significant: random reads are typically two
orders of magnitude faster than those on magnetic disks, while random writes
on flash disks are often even slower than those on magnetic disks.

– Interestingly, due to the employment of device caches and other optimiza-
tions in the FTL (flash translation layer), page-level writes with strong spa-
tial locality can be served by flash disks more efficiently than write requests
without locality.

In particular, many benchmarks show that flash disks can handle random writes
with larger request sizes more efficiently. For example, the bandwidth of random
writes using units of 128 KB is more than an order of magnitude higher than
writing at units of 8 KB. In fact, a write request of, say 128 KB, is internally
mapped to 64 sequential writes of 2-KB flash pages inside a flash block. Note
that sequential access is an extreme case of high spatial locality.

2 Basic Principles

Historically, the fact “whether a page is read only or modified” is an important
criterion for the replacement decision. To guarantee data consistency, a modified
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buffer page (also called dirty page) has to be written back to disk (called physical
write or page flush), before the memory area can be reused. Hence, if the re-
placement victim is dirty, the process or thread requesting an empty buffer frame
must wait until page flush completion—potentially a performance bottleneck.

This criterion is now much more important in our context, because, for flash
disks, the average cost of a page write (including block erasure) may be two
orders of magnitude higher than that of a page read. At a point in time running
a given workload, if a clean page p has to be re-read n times and a dirty page
q has to be re-modified m times (n ∼ m), it is better for the buffer manager to
replace p in favor of q, because the cost of n flash reads is much lower than the
benefit of serving m write requests directly in the buffer.

Yet, the total cost of page flushing is not linear to the number of page flushes.
As introduced in Sect. 1, write patterns strongly impact the efficiency of flash
writing; hence, they have to be addressed as well.

Even with flash disks, maintaining a high hit ratio—the primary goal of con-
ventional buffer algorithms—is still important, because the bandwidth of main
memory is at least an order of magnitude higher than the interface bandwidth of
storage devices. Based on the flash disk characteristics, we summarize the basic
principles of flash-aware buffer management as follows:

P1. Minimize the number of physical writes, esp. the random writes.
P2. Address write patterns to improve write efficiency.
P3. Keep a relatively high hit ratio.

3 The CFDC Algorithm

The CFDC (clean-first dirty-clustered) algorithm [3] manages the buffer in two
regions: the working region W for keeping hot pages that are frequently and
recently revisited, and the priority region P responsible for optimizing replace-
ment costs by assigning varying priorities to page clusters. A cluster is a set of
pages located in proximity, i.e., whose page numbers are close to each other.
Though page numbers are logical addresses, because of the space allocation in
most DBMSs and file systems, the pages in the same cluster have a high proba-
bility of being physically neighbored, too.

A parameter λ, called priority window, determines the size ratio of P relative
to the total buffer. Therefore, if the buffer has B pages, then P contains λ pages
and the remaining (1 − λ) · B pages are managed in W . Note, W does not have
to be bound to a specific replacement policy. Various conventional replacement
policies can be used to maintain high hit ratios in W and, therefore, prevent hot
pages from entering P . The two-region scheme makes it easy to integrate CFDC
with conventional replacement policies in existing systems.

Page movement is illustrated in Fig. 1. If a page in P is hit, the page is moved
(promoted) to W , at the same time, a page min(W ) is determined by W ’s victim
selection policy and demoted to P . If the page hit is in W , the base algorithm
of W should adjust its data and structures accordingly. For example, if LRU is
the base algorithm, it should move the page that was hit to the MRU end of its
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Fig. 1. Page movement

list structure. In case of a buffer fault, the victim is always first selected from P .
Only when all pages in P are fixed, we select the victim from W . Considering
recency, the newly fetched page is first promoted to W .

From P , the least-recently-used clean page is first selected as victim. If there is
no such page available, the pages from the lowest-priority cluster are considered
as victims. The priority of clusters is defined by a priority function [3] which
considers both recency and access patterns (sequential or random).

In principle, recovery demands needed to guarantee ACID behavior for trans-
action processing [4] may interfere with the optimization objectives P1 – P3. To
achieve write avoidance and clustered writes to the maximum possible extent,
the buffer manager should not be burdened with conflicting write/update prop-
agation requirements. Fortunately, our CFDC approach implies a NoForce/Steal
policy for the logging&recovery component providing maximum degrees of free-
dom [4]. NoForce means that pages modified by a transaction do not have to be
forced to disk at its commit, but only the redo logs. Steal means modified pages
can be replaced and its content can be written to disk even when the modifying
transaction has not yet committed, provided that the undo logs are written in
advance (observing the WAL principle (write ahead log)). Furthermore, log data
is buffered and sequentially written—the preferred output operation for flash
disks. With these options together, the buffer manager has a great flexibility in
its replacement decision, because the latter is decoupled from transaction man-
agement. In particular, the replacement of a specific dirty page can be delayed to
save physical writes or even advanced, if necessary, to improve the overall write
efficiency. Hence, it comes as no surprise that NoForce/Steal is the standard
solution for DBMSs.

In practice, page flushes are normally decoupled from the victim replacement
process as well—most of them are performed by background threads. Obviously,
these threads can benefit from CFDC’s dirty queue, where the dirty pages are
already collected and clustered.

4 Discussion

Several buffer management algorithms have been proposed for flash-based sys-
tems. CFLRU [5] is a flash-aware replacement policy for operating systems based
on LRU. It addresses the asymmetry of flash I/O by evicting clean pages first,
thus allowing dirty pages to stay in the buffer for a longer period. LRUWSR [6]
uses the same policy to save physical writes, but the algorithm is based on a
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combination of LRU and Second Chance [7]. The clean-first policy can also be
utilized in hybrid systems, where flash and magnetic disks coexist [8]. However,
hybrid systems are not the focus of our discussion.

REF [9] is a flash-aware replacement policy based on LRU. Victim pages are
only selected from the so-called victim blocks, which are blocks with the largest
numbers of pages. From the set of victim blocks, pages are evicted in LRU order.
This way, REF ensures that during a certain period of time, the pages evicted are
all accommodated by a small number of log blocks, thus improving the efficiency
of the log-block-based FTL.

In case of a crash, the clean-first policies including CFDC, CFLRU, and
LRUWSR, which hold more dirty pages in the buffer, require potentially more
redo operations. However, it does not necessarily lead to longer recovery times
due to the superior read performance on flash. Because flash disks handle sequen-
tial writes efficiently, we did not discuss the cost of logging due to its sequential
nature. It is common practice to do logging on a separate high-performance
device to ensure that it is not the performance bottleneck.

CFLRU and LRUWSR do not address the problem of write patterns, while
REF does not distinguish between the clean and dirty states of pages. To the best
of our knowledge, CFDC is the only flash-aware algorithm that applies all three
basic principles P1 to P3 introduced in Sect. 1. According to our experiments
(see poster), CFDC significantly outperformed the competitor algorithms in all
settings.
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Abstract. Data Integration (DI) aims to combine heterogeneous distributed 
information and provide integrated interfaces for accessing such information. 
DI is a complex process and its quality may be difficult to assess. This paper 
aims to determine and improve DI quality by presenting an ontology-based 
quality framework focusing on the users’ requirements, extended with quality 
criteria and factors defined specifically in the DI context. 

1 Introduction 

In the heterogeneous DI context, distributed information conforming to different data 
models can be accessed through an integrated schema using mappings between this 
schema and the data sources (note this is virtual DI, which is the focus of this paper). 
A typical DI setting, involving a Global Schema (GS), the Local Schemas (LSs) and 
Mappings (M) between the GS and the LSs, is commonly considered in DI research. 
Much research has focused on solving the heterogeneity issues involved in the DI 
process, including data model, schematic and semantic heterogeneities [1]. In 
practice, other factors also have impact on the design of an integrated resource (by 
‘integrated resource’ we mean here the data sources, global schemas, mappings and 
other metadata). Examples of such factors include the user requirements, domain 
knowledge of the end-users and data integrators, query capabilities of the available 
data sources, incomplete information etc. Although many DI tools have been designed 
to assist integrators in DI tasks such as similarity matching and mapping generation 
(semi-)automatically, DI design is still a complex and error-prone process [2] and the 
quality of the integrated resources generated is also difficult to determine and control. 

In the current DI domain, there lacks a systematic study of the quality assessment 
problem, although work has been undertaken on developing and evaluating individual 
DI quality criteria. Two categories of quality criteria and methods have been 
proposed, termed data-oriented and schema/mapping oriented. In the data-oriented 
methods, researchers adopt quality criteria from general data quality research, such as 
completeness, consistency, accuracy and timeliness. Measurement methods for such 
characteristics are proposed in [3]. In the schema/mapping-oriented methods, DI 
quality is considered as the quality of the GS and LSs in [4], with criteria such as 
schema completeness, GS minimality and datatype consistency. Mappings are crucial 
in data integration and much research has focused on the problems of mapping 
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generation and query answering in DI settings with respect to the precision, 
consistency and completeness of information [5]. Mapping minimality is studied in 
[6] with the concept of core mappings, from which other mappings can be derived. 

However, despite the work in studying individual DI quality criteria, tradeoffs 
between these criteria have not been investigated formally. The exception is recent 
research in [7] into using ontology techniques to represent quality models designed 
for e-Science projects. An advantage of such an ontology approach is that an 
integrated and consistent quality view based on formal quality representation can be 
generated using ontology reasoning techniques. This paper takes a similar approach of 
representing the quality framework using an ontology. However, in our quality 
framework, user requirements with respect to DI quality are directly supported and 
associated with elements available in the DI resources, e.g., data, metadata, mappings. 
DI-related quality criteria are also proposed in this paper. 

2 DI Quality Framework 

Our quality framework (illustrated in Figure 1) is composed of four major parts, 
termed ITEM, METRIC, QUALITY CRITERIA and USER. 

ITEM contains the representations of knowledge extractable from the elements 
comprising a DI setting. By ‘elements’ we mean the fundamental units of a DI setting, 
including Data Item, Schema Construct, Mapping and Assertion. Assertions are 
defined by integrators so as to express domain-specific knowledge relating to a DI 
setting. Links exist between these sub-concepts, represented as the ‘link’ ontology 
property, to represent how the extent of one concept relates to that of another. 

In the METRIC part, different measurement methods (metrics) are represented by 
the Metric concept. Each metric is defined over the extent of the Item concept in the 
ITEM part. The measurement results are stored as the extent of the Value concept 
associated with the Metric concept. 

QUALITY CRITERIA contains the ontological representation of the quality 
hierarchy as defined by the data integrator for a particular DI setting. This hierarchy is 
built from two concepts, Criterion and Factor, and the relationships between them 
namely, ‘is-a’ and ‘isAssociatedWith’. Each quality criterion can be associated with 
several quality factors, and each quality factor can be associated with one or more 
quality metrics in the METRIC part. The quality criteria we focus on in this paper are 
completeness, consistency, accuracy, minimality and performance. 

USER contains the User concept and allows different representations of users’ 
requirements on DI quality. Different categories of user requirements can be related 
by using the ‘isAssociatedWith’ property. Each User concept is composed of quality 
criteria, quality factors and the relationships between them. If the extent of the 
concepts in the QUALITY CRITERIA and METRIC parts are satisfactory for the 
users, then the user requirements can be regarded as being satisfied by the DI setting. 

We currently express this quality framework in the OWL-Lite ontology language 
(http://www.w3.org/TR/owl-guide/) which is sufficient for representing the inclusion 
and implication constraints considered so far. However, OWL-Lite is not sufficiently  
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expressive for representing broader constraints, such as conditional functional 
dependencies, conditional inclusion dependencies, many to many relationships, etc. 
Hence, the OWL-DL ontology language will be adopted in our future work. 

 

Fig. 1. DI Quality Framework 

3 Quality Criteria 

In our DI quality work so far, we have considered five major quality criteria: 
completeness, consistency, accuracy, minimality and performance. Each of them can 
be associated with one or more quality factors, which could be quantified by different 
quality metrics. We briefly discuss these next and refer the reader to [8] for details: 

• The completeness criterion considers the degree of coverage of information in a DI 
setting. It is categorised into three sub-concepts: schema completeness, mapping 
completeness and query completeness. Our notion of ‘coverage’ is a measure of the 
number of real-world entities reflected in different aspects of the DI setting, taking 
into account both the representation of real-world entities at the schema level as 
well as the existence of instances of those entities extractable from the 
corresponding data sources. 

• The consistency criterion considers the degree of satisfaction of the semantics of a 
DI setting. Such semantics may be expressed at three levels: modelling, metadata 
and data. The consistency criterion can be categorised into three sub-criteria: 
schema consistency, mapping consistency and query consistency. 

• The accuracy criterion considers the degree of precision of information represented 
in a DI setting. By ‘precision of information’ we mean its scope, conformance to 
constraints and granularity. This criterion is also categorised into schema, mapping 
and query accuracy sub-criteria. 
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• The minimality criterion considers the degree of redundancies existing in a DI 
setting. By ‘redundancy’ we mean overlapping information represented in data and 
schemas, and unnecessary transformations occurring in mappings. Minimality is 
categorised into data, schema and mapping minimality sub-criteria. 

• The performance criterion considers the cost of query processing in a DI setting. 
The cost of query processing is affected by the capability of the DI tool’s global 
query processor and the data sources’ local query processors. The capability of the 
global query processor determines how user queries are reformulated, optimised 
and evaluated. 

4 Summary and Conclusions 

In this paper, we have proposed a DI quality framework which is represented as an 
ontology. Our quality framework formalises the tradeoffs between quality criteria and 
factors, and enables ontology reasoning to be applied in order to generate an 
integrated and consistent quality view of the DI setting. This framework is also 
capable of expressing different users’ requirements on DI quality. Detailed discussion 
of DI quality criteria and factors is given in [8], where we also describe an 
architecture that embeds quality assurance capabilities throughout the DI life-cycle. 
This architecture includes a pre-existing schema and ontology matching tool 
(COMA++), a pre-existing data integration tool (AutoMed) and the new Quality 
Measurement tool that we are developing. 
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Abstract. This discussion paper introduces three very different meth-
ods and contexts for the use of peer assessment in introductory database
classes, each of which is supported by different learning software tools.
In the first case study, at Glasgow Caledonian University, Contributing
Student Pedagogy is used, where students contribute to the learning of
others through the collaborative creation of a bank of self-assessment
questions. This is supported by the Peerwise software tool. Secondly, at
the University of Strathclyde, students undertake formative assessment
of others in providing feedback on an initial element of a larger course-
work assessment. A number of virtual learning environments (VLEs) are
capable of supporting this method through customisable discussion fora.
Finally, at the University of Abertay Dundee, peer and self assessment
are used in a group project to adjust the group grade for individual
students. This is effected through the use of the WebPA software tool.

1 Introduction

Peer assessment by students of other students’ work, both formative and sum-
mative, has many potential benefits to learning for all concerned. It develops the
ability to evaluate and make judgements, and in doing so students gain insights
into their own learning. The results of evaluation by peers can also provide a
valuable source of feedback. This paper describes a variety of approaches to peer
assessment and feedback, and the software tools which support them, which have
been used within introductory database classes.

2 A Contributing Student Pedagogy in an Introductory
Database Class

A Contributing Student Pedagogy (CSP) is an approach in which students con-
tribute to the learning of others, and value the contribution of others [7]. One
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example of a software tool which provides support for the implementation of
a CSP is PeerWise [4]. PeerWise provides a means to create an online repos-
itory of multiple choice questions (MCQs) in which students themselves write
the questions. Students can then answer questions which have been contributed
by others, and they have the opportunity to evaluate those contributions. The
authors of PeerWise assert that asking students to write MCQs, and to provide
appropriate explanations, gives a richer and deeper learning experience than
simply answering practice questions which have been provided by staff [3]. The
possibility that questions may be poorly thought out, or that the provided an-
swers may be wrong, gives students an opportunity to develop skills in critical
evaluation. The PeerWise system is in use in a number of institutions throughout
the world. The relationship of its use to exam performance and the topic cov-
erage represented in the students’ contributions in introductory programming
courses has been studied [3,5]. Recently, PeerWise has been used in an intro-
ductory database course at Glasgow Caledonian University. This section of the
paper reports on the experience and on the topic coverage represented in the
student contributions within that course.

2.1 Implementation

The module, Introduction to Database Development, was delivered over a short
(6 week) timescale as part of a set of short introductory modules within a first
year course which is common to all computing programmes. The main assess-
ment instrument is a hand-in assignment, but there is also an online MCQ test.
To encourage participation in PeerWise, a component of the overall module mark
(10%) was awarded on the basis of that participation. Participation was required
to be completed within weeks 2 to 5 of the module. To attain full credit, stu-
dents were required to contribute at least 5 questions and answer 10 questions
contributed by others. Students were made aware that they were not being as-
sessed on the quality of their questions or the correctness of their answers. For
each question, students were required to provide a question stem and a set of up
to five answers, and also to indicate which answer they consider to be correct.
They could optionally provide an explanation of their answer. On answering a
question, a student can see the question author’s choice of correct answer, and
also the distribution of answers previously given for that question. It is entirely
possible that the indicated correct answer may not in fact be correct, and the
weight of opinion expressed in other students’ answers may reflect this. The stu-
dent can then optionally rate the question on a scale of 0 to 5 and provide a
text comment. Factors which students may take into account in rating questions
may include, for example, the correctness of the given answer and the quality of
the explanation.

A total of 105 students contributed questions, which essentially is all the stu-
dents who engaged with the module. Of these, only 4 contributed less than the
required 5 questions. The highest number of questions contributed by any stu-
dent was 10. The majority of students contributed exactly 5 questions. The total
number of questions submitted was 545, and the average number of responses to
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each question was 2.8. Most students answered 10 questions, or a few more than
that. However, 15 students answered double the required amount of questions
or more, and the highest number answered by any student was 45.

2.2 Evaluation

Evaluation of the CSP approach has focused initially on two aspects. Question
quality is likely to be an indicator of depth of learning. Writing a question which
is challenging, and to provide good explanations for correct and incorrect choices
of response requires a good understanding, as does recognizing a good question
when providing ratings. Topic coverage gives a collective view of the students’
viewpoint on the course material and the relative importance of each topic.

Question quality. Denny et al. [6] have applied a metric to measure objectively
the quality of student-created questions in their courses. This has not been done
yet in the initial analysis described here which focuses on the student ratings.
The average rating of questions which were rated by more than 10 respondents
(a figure chosen to provide a reasonable ’body of opinion’) was 3.3. It is inter-
esting to consider what students consider to be a ’good’ question. For example,
there was relatively little difference in average rating between a question which
was a simple true/false question (True or False: SQL can be used to create a
database?) and a more sophisticated question which requires a set of four SQL
statements to be examined to identify the one which would correctly produce
a specified result. It seems likely that experienced instructors would rate the
questions significantly differently from the students. However, it is evident that
students give low ratings to questions which they consider to have errors, for
example where the stated correct answer is not correct, or where more than one
answer could be correct. The provision of an explanation along with a question
appears to have little influence on the rating. From the questions with more than
10 ratings, the average rating for questions with explanations was 3.3 compared
to 3.1 for those without. In fact, less than 25% of the questions included ex-
planations. It should be noted that no guidance was given to students on what
constitutes a ’good’ question. Given that the aim of the exercise is to enrich
the learning experience, not to simply create a bank of practice questions, the
quality of the questions is not the main concern. However, it seems likely that
providing some discussion of question types and quality could be beneficial in
encouraging students to devise questions which require deep understanding and
to provide explanations.

Topic coverage. Denny et al. [4] studied the coverage of topics within student-
created MCQs in an introductory programming course. They concluded that the
coverage was broad, included all major topics and showed a distribution similar
to that in assessments set by instructors. They also noted that a significant
number of questions touched on 2 or more topics. A preliminary analysis along
similar lines has been done here with the database questions. One of the decisions
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Fig. 1. Topic coverage of student and staff questions. Numbers on horizontal axis refer
to course material chapters, the content of which is indicated in the text.

which has to be made in this analysis is the granularity with which topics are
defined. Denny et al. used coursebook chapters as topic descriptors, and noted in
support of this decision that these topics matched well to those identified in an
international study of introductory programming courses involving 200 teachers
at University level [12]. We have used a similar classification according to the
course structure. The course materials were organised into 6 chapters:

1. Introduction to database systems, nomenclature and data models
2. Database design and relationships
3. SQL SELECT and aggregates
4. Normalisation
5. Indexes, SQL JOIN, INSERT, DELETE, UPDATE
6. Building database applications.

This is a preliminary classification, and is not necessarily ideal. In particular,
there are in some cases several identifiable topics within a particular chapter.
On the other hand, the structure is used by staff to guide the setting of MCQ
assessments, and is familiar to students.

Figure 1 shows the distribution among these topics of students-contributed
questions compared to that of staff-created assessment questions. Topic 7 is in-
cluded to cover topics which are not explicitly included in the course but which
students may have included on topics discovered through independent reading.
Figure 1 shows that all major topics have indeed been covered. The distribu-
tions of student and staff questions are quite different. Although both show a
bias towards topic 2 (database design and relationships), the bias is more marked
in student questions, while coverage of topics which are delivered later in the
module is very limited. It was also noted that questions were in almost all cases
focused on isolated topics, with no real integration of topics within a single ques-
tion. Interestingly, the latter comment also applies to the staff questions. There
may be several reasons behind these results. The timescale of the exercise was
quite different from that described by Denny et al. These questions were con-
tributed within the teaching time on a short module, rather than over a period
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including exam revision time after teaching, which may explain a bias towards
topics taught early in the course. Students essentially had 4 weeks to contribute
questions on topic 2, and less than 2 weeks for topic 5. The nature of the topics
covered in a database course may lend themselves differently to creating ques-
tions than the topics in a programming course. Further work is required on topic
categorisation within database courses, and on the use of PeerWise in courses
with different structures and timescales.

2.3 Conclusion

The PeerWise system has been used in an introductory database course to sup-
port the creation by students of a bank of MCQs. Preliminary work has been
done in analysing the contributions to investigate students’ perceptions of ques-
tion quality and their preference for topics on which to devise questions. For the
latter, there is some evidence of differences from the picture observed in pro-
gramming courses, but further study is required to clarify this. Further study is
also required to evaluate the contribution to the students’ learning experience.

3 Peer-Based Feedback

The issue of feedback is consistently highlighted in the context of student opin-
ions of their experiences in higher education. Typically universities and colleges
have moved to encourage quick and constructive feedback from lecturers to their
students. There is however still an issue of the need to provide intermediate feed-
back on students’ ongoing work and it is here especially that peer-based feedback
can make a particularly useful contribution. As well as helping the recipient of
the feedback, students also benefit by viewing the work of their colleagues from
a critical perspective. Students find that peer review based assessment encour-
ages reflective thinking and self-improvement at the expense of additional time
demands. While there are issues over the integrity of this process, simple, holis-
tic feedback on review material submitted provides sufficient student benefit to
make this approach worthwhile [10]. It is further recognised that peer based re-
view can make a large contribution to building scholarly communities [1] as well
as leading to significant improvements in the quality of student work [13].

Arranging that these benefits are available in the setting of large class cohorts
is a major problem that was addressed by the Open University in the context
of its introductory programming class by using a proprietary virtual learning
environment. The approach developed requires four discrete stages:

1. Registration
2. First posting - bulletin boards are write only
3. Follow up posting - bulletin boards are read/write
4. Work completion - bulletin boards are read only.

The stages govern the permissions on the board and this fits with the work to
be carried out by the student. In stage 2, students are expected to post a part of
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their initial solution. In stage 3, they are expected to review the work of another
student and write some helpful comments. In stage 4, they complete their own
work using the insight gained during stage 3 both from their own interaction and
by viewing the interactions of their peers. This approach is particularly suited
to complex problems where there are a number of ways of addressing the issues
involved. Entity-relationship modelling presents a very apposite domain for this
kind of interaction. It is a social process where the designer can learn a lot from
iterations in the solution space. This is enhanced by discussing the problem with
others and considering alternative and sometimes incorrect viewpoints.

This study was carried out on an introductory Databases class for second
level students. The class ran in a single semester and provided 10 credits. The
cohort included 107 students, most of whom were registered on a BSc Honours
degree in Computer Science. Students were presented with a scenario based on
a hospital, which could be represented in twelve entities and eleven relationships
with assorted degree and optionality. By this stage in the module, the concept
of supertype/subtype entities had been introduced and there was a clear oppor-
tunity to use such a formalism in the employment hierarchy contained within
the scenario. Some many-to-many relationships typically emerged during the
analysis and there existed the potential for a recursive relationship to represent
supervision. In all, the problem represented a variety of challenges to students
and had a number of elements that were not straightforward to represent. The
overall problem could generate a number of correct solutions.

A number of common software platforms are capable of supporting the pre-
viously described posting sequence. These can be categorized as virtual learning
environments (VLE) or generic software that can be tailored to incorporate
the necessary capabilities. The Blackboard1 VLE provides a typical example
of the former category. It supports a discussion board idiom that includes the
basic functionality that is needed to control asynchronous group interaction.
The system allows the instructor to manipulate fora and allocate users in par-
ticular groups to access these fora. The bulletin board supports text as well as
paste-in images and attachments. Control of permissions is mainly to define post
anonymity, removal and tagging of posts, thread creation and moderation. Moo-
dle supports a similar group-based forum concept. This implementation controls
the visibility of forum contents to users from outside the forum. It restricts stu-
dents to posting to one thread but permits reply postings to be made to multiple
threads. Moodle2 allows pictures to be inserted directly into postings. Turnitin3

has also been extended to provide equivalent functionality.
WebBBS4 presents a typical example of the range of systems available in the

second category of software platforms. It can be tailored to support the required
permission pattern to structure peer-based feedback in an appropriate way. The

1 http://www.blackboard.com/
2 http://moodle.org
3 http://www.submit.ac.uk/static_jisc/ac_uk_index.html
4 http://awsd.com/scripts/webbbs/

http://www.blackboard.com/
http://moodle.org
http://www.submit.ac.uk/static_jisc/ac_uk_index.html
http://awsd.com/scripts/webbbs/
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*** Welcome *** John Wilson Mon, 19 Oct 2009, 6:29 p.m.
phase2_DBClasswork_200988029 student1 Thu, 22 Oct 2009, 11:30 a.m.

Re: phase2_DBClasswork_200988029 student2 Mon, 26 Oct 2009, 10:54 a.m.
Re: phase2_DBClasswork_200988029 student1 Tue, 27 Oct 2009, 2:20 p.m.

Nurses Model student2 Fri, 23 Oct 2009, 2:59 p.m.
Re: Nurses Model student3 Wed, 28 Oct 2009, 12:43 p.m.

CW1 Phase 2 Post student3 Fri, 23 Oct 2009, 4:08 p.m.
CW1 Partial Solution student5 Fri, 23 Oct 2009, 4:09 p.m.

Re: CW1 Partial Solution student5 Tue, 27 Oct 2009, 2:54 p.m.
Re: CW1 Partial Solution student4 Wed, 28 Oct 2009, 3:43 p.m.

Patient Solution student4 Fri, 23 Oct 2009, 4:55 p.m.
Re: Patient Solution student1 Sun, 25 Oct 2009, 6:04 p.m.

Re: Patient Solution student4 Tue, 27 Oct 2009, 11:08 p.m.
Re: Patient Solution student1 Wed, 28 Oct 2009, 3:46 p.m.

*** End of Phase 2 *** John Wilson Sun, 25 Oct 2009, 4:58 p.m.
*** End of Phase 3 *** John Wilson Wed, 28 Oct 2009, 6:05 p.m.

Fig. 2. Typical pattern of postings in one bulletin board group

interface is very simple with postings being categorised into threads. Images can
be included by writing html tags into the test of the posting.

WebBBS was chosen for the forum structure because of its simplicity and
adaptability. Control of the posting sequence was implemented as part of the
WebBBS Perl script. Students were allocated to groups of four or five and pro-
vided with instructions on the overall objectives of the process, the details of
how to make postings and the various deadlines. Figure 2 illustrates the typical
sequence of interactions between users of the system. A good posting will include
a description of a difficult part of the problem and comments such as:

In the above diagram I have produced the relationship treat between
patient and doctor. But in the scenario it says that a patient is assigned
to a consultant. What I am unsure of is whether my diagram should be
changed so that the relationship is between patient and consultant

A poorer solution would simply list all the entities and relationships in the
scenario without an attempt to draw out the difficult elements.

3.1 Conclusion

This approach to organizing peer review has been found to be very effective in
motivating student involvement in assessed coursework well in advance of the
final deadline. The imposition of intermediate deadlines ensures that work is car-
ried out in a more even manner than is typically the case with a single deadline.
Most students take part in the process and make contributions during both the
posting phases. The overall quality of the postings is variable, with some students
misinterpreting the instructions and posting their complete solution or making
only a very terse contribution. Similarly response postings vary considerably in
quality. Students are instructed that the tone of the response postings is to be
constructively critical and this always maintained. The postings are not anony-
mous and this may produce a constraint on the material that is posted. Whilst
WebBBS provides a useful platform for this kind on interaction, the approach
to posting images can present technical challenges to students at this level.
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4 Peer Assessment in the Allocation of Grades for Group
Projects

The introductory database module at Abertay is taken in semester 2 of the first
year by students from a number of computing-related courses. The class contact
comprises a one hour lecture and two 1.5-hour labs per week per student, over
12 weeks. Group projects are used as the major assessment. These have been
successful in enhancing and sustaining students’ interest in the subject matter,
and working closely with peers generally helps students undertake more active
enquiry, contributing to the group effort. Also, reserving part of the weekly
lab sessions for project work enables a close dialogue between the students and
lecturer. The final group product is graded, and forms the majority of the module
grade. As with group projects in general, students are concerned that grades
should be fair, i.e. vary depending on the contributions made by individuals.
This is mirrored by staff concerns that students should not pass the module
purely on the strength of others. Group presentations, where students are graded
individually, contribute to this but are insufficient as the weighting is fairly
low compared to the product itself. Therefore the grading of the product (the
group’s database application and associated documentation) also required a way
of individually adjusting grades. Initially, an attendance-based method was used.
Students were allowed to miss two of the weekly in-lab group meetings without
penalty, to account for unavoidable illnesses etc. However, the grades of students
who missed more than two meetings were reduced by one number grade (on a
20 point scale where 20 represents A+, 9 represents D-, 0 non-submission) per
meeting missed. This method was found to address the issue of contribution,
but to have some major drawbacks: firstly, it relies on the lecturer maintaining
accurate attendance records at all times, secondly, and more importantly, it also
penalised students who made their contribution to the group work mainly outside
of class, while not penalising students who contributed little despite attending
class. Finally, this method had no student input, which is now regarded as good
practice in assessment and evaluation (see, e.g. [11]). In an attempt to improve
the process, and to avoid the drawbacks described above, peer assessment as
part of the grading process was first introduced last year.

4.1 Implementation

In researching the experiences of others, several themes emerged. Several authors
have described problems where students were required to discuss and agree their
grades publicly within the group. For example, Cogdell et al [2] reported that
students ”did not like giving low marks to colleagues face to face. Consequently
non-contributors would get the same marks as everyone else and the rest of
the group would feel resentful. Alternatively the group would mark a member
down and this person would complain vociferously.” Other authors agree that
peer assessment should be performed in private; for example, Lejk and Wyvill [9]
found that students were more discriminating in their peer assessment when it is
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performed secretly. Lejk and Wyvill [9], among others, also emphasise the impor-
tance of including self-assessment in the process, in order to avoid over-generous
students effectively penalising themselves. Kennedy [8] presents another, similar
scenario, and found that there was little overall variation introduced in the grades
through the peer assessment process, and that many students expressed reluc-
tance to judge their peers. On the other hand, Kennedy observed that other
students were keen to discriminate, and that this could lead to dysfunctional
groups, with uneven distributions of tasks in the group right from the beginning
of a project, when domineering students ensured they undertook the most de-
manding and credit bearing tasks. Kennedy questions the reliability and validity
of the process also because of observed wide inconsistencies in students’ judg-
ment of each other. In Kennedy’s scenario, self assessment was not incorporated,
and whether the peer assessment was public or confidential is not stated.

Based on the literature, it was decided that the peer assessment used should
be confidential, and include self-assessment. WebPA [14,15], open source soft-
ware developed for this setting by the University of Loughborough, was used to
facilitate the process and minimise any administrative burden. The students in
each group were asked to rate every group member in five distinct areas, based
on those suggested by WebPA [14]:

1. Co-Operation: This covers attendance at meetings, contribution to meet-
ings, carrying out of designated tasks, dealing with problems,. helping others in
the group.
2. Communication: This covers effectiveness in meetings, clarity of work sub-
mitted to the group, negotiation with the group, communication between meet-
ings and providing feedback about the contributions made by others in the group.
3. Enthusiasm: This covers motivation, creativity and initiative during the
project, including finding out about methods beyond the taught materials.
4. Organisation: This covers skills in self-organisation and the ability to or-
ganise others. It also covers planning, setting targets, establishing ground rules
and keeping to deadlines.
5. Contribution: This covers the overall effort put in by an individual during
the Semester.

For each area, a rating scale of 0-5 was used:

Score 0 : no help at all
Score 1 : quite poor
Score 2 : not as good as most of the group
Score 3 : about average for this group
Score 4 : better than most of the group
Score 5 : really excellent.

The WebPA software allows staff to review individual results and also aggregates
the scores into a final grade. Staff also select the weight of the peer assessment
component, in this case 50%. An example of the WebPA output for a single
project group, is shown in Figure 3. The final grades are on the Abertay grading
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1. CO−OPERATION
2. COMMUNICATION

4. ORGANISATION

5 1

5. CONTRIBUTION 5

3 3

A B C D E
1. CO−OPERATION
2. COMMUNICATION
3. ENTHUSIASM
4. ORGANISATION

4 3 5 2 1

5. CONTRIBUTION 4 5 4 1 2

4 5 4 3 3

4 4 4 3 3
3 3 3 2 2

Student A A B C D E

1. CO−OPERATION
2. COMMUNICATION
3. ENTHUSIASM
4. ORGANISATION

4 2

5. CONTRIBUTION 4 5 1

4 5 3

4 4 3
3 3 2 2

A B C D E
1. CO−OPERATION
2. COMMUNICATION
3. ENTHUSIASM
4. ORGANISATION

1

5. CONTRIBUTION

3

3
2

A B C D E

1. CO−OPERATION

4. ORGANISATION
5. CONTRIBUTION 4

3

4 3
3 2

A B C D E

Student C Student D

Student E

3. ENTHUSIASM

Student B

3. ENTHUSIASM

5 4 5 3 2
5 4 1
5 5 5
4 4 4 4 1
5 5 5 5

3 0
4 04

3 0
5

3 0

0 0 1 2
0 0 2 3
0 0 1 2
0 0 0 3
1 0 1 3 3

2 1 3 2
2. COMMUNICATIO 1 1 4 4 2

2 2 4
0 1 4
2 2 45

Results for: Results for:

Results for: Results for:

Results for:

From Student:

From Student:From Student:

From Student:

From Student:
Name
Student A
Student B

Student E
Student D
Student C

1.16
1.4

0.5
0.96

0.98

Final Grade
B17
A19
B16
C12
B16

86.52
95.99
79.06
60.11
78.32

Web−PA score
Overall group mark B1680%     

Fig. 3. Sample WebPA output for one project group

scale (where A20 is the best possible; D9 the lowest pass mark). The group mark,
B16, was converted to a percentage and then the individual grades converted
back to the Abertay scale.

4.2 Evaluation

Once installed by Information Services, WebPA was easy to set up. This requires
a number of steps, uploading module and student information (using templates
provided), creating the assessment with relevant dates and a marking form, as-
signing the students to groups. WebPA allows for the use of single sign-on. In the
second year of operation however, unforeseen problems were encountered in that
most students could not log in and received no error message either. Eventually,
the problem was fixed by Information Services. It turned out that authentica-
tion relied on the students’ email address, rather than their user name, and due
to very recent migration of the student email provider, email addresses did not
all follow a single pattern. Despite these teething problems, which resulted in a
two-week delay and countless unsuccessful attempts, students were keen to par-
ticipate. However, it was decided not to apply the 100% non-submission penalty
for students who had clearly participated in the project and earlier plans to seek
formal feedback on the process from students this session were abandoned.

Once the students had left their peer and self assessments, group grades were
entered into WebPA and its algorithms applied to calculate individual grades.
The results, and detailed ratings, were inspected closely by the lecturer. As
expected from the observations of group work in labs, several patterns of group
outcomes emerged. In some groups, there was very little (or even no) variance,
resulting in all students being awarded the group grade. In other groups, there
were large differences, resulting in a wide differentiation of individual grades.

As in the example of Figure 3 above, the five different categories were used
effectively, and different scores given. This indicates that students took care in
arriving at their assessments. Many added thoughtful and reflective comments to
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their scores. This helped reconcile the very occasional wide differences between
the scores given to one individual by the group members. The written comments
were also useful in the few cases where the ratings were very different from the
lecturer’s personal impression formed during classes. Where necessary, academic
judgment and performance in other module elements were used to arrive at a
final grade. There was no evidence of students ”ganging up” on a group member,
or of students trying to improve their grade through giving themselves a very
high score.

Informal feedback was received from several students by email. This showed
that students found the software easy to use. One student was initially concerned:

Can I just confirm that my ratings for the other group members will not
be displayed for all to see? I just feel that this will cause problems as
already there have been accusations of ’Back stabbing’ between group
members, it’s crazy I know.

Following assurance that individual ratings were confidential, the student com-
mented:

It worked fine and was very easy to use! I think all group work modules
should have this at the end, it’s excellent.

4.3 Conclusion

While a full evaluation is yet to be carried out, initial experiences with this
method based on two instances of operation are positive. The system has now
been used with two cohorts, each with about 20 groups and 80 to 100 students.
Not a single complaint has been received about the system’s use or the resulting
grade, indicating that students do find the system fair.

5 Overall Conclusion

The three very different examples introduced in this paper illustrate the po-
tential for the use of peer assessment and feedback in introductory database
classes in a wide variety of contexts and illustrate a range of software tools
which are available to facilitate these processes. The approaches and tools used
have been shown to be applicable in the teaching and learning of databases and
have succeeded in engaging students in peer activity. Further work is required
to evaluate the impact on learning and to identify activities and topics within
database classes which may benefit from these approaches. As an aside, while
the use of these tools is not specific to databases, or any other subject for that
matter, they may have one additional use which is unique within our discipline:
one thing they all have in common is that they each make use of a database and
they could be nice examples of case studies which demonstrate the real-world
importance of databases!
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Abstract. We study uncertainty models in sequential pattern mining.
We discuss some kinds of uncertainties that could exist in data, and show
how these uncertainties can be modelled using probabilistic databases.
We then obtain possible world semantics for them and show how frequent
sequences could be mined using the probabilistic frequentness measure.

Keywords: Mining Uncertain Data, Sequential Pattern Mining, Prob-
abilistic Databases, Theoretical Foundations of Data Mining.

1 Sequential Pattern Mining

Sequential pattern mining [2] is an important data mining problem: it is con-
cerned with databases that contain sequences of events, each of which is associ-
ated with a source. For example, a transaction database of a store may contain
sequences of purchases (events) made by individual customers (sources), and
the objective is to find patterns of customer purchasing behaviour in successive
visits. This has applications in various domains including transaction databases,
web access patterns and biological sequences, and is formally defined as follows.
Let I = {i1, i2, . . . , iq} be a set of items and S = {1, . . . ,m} be a set of sources.
An event e ⊆ I is a collection of items. A database D = 〈r1, r2, . . . , rn〉 is an
ordered list of records such that each ri ∈ D is of the form (eid i, ei, σi), where
eid i is event-id, ei is an event and σi is a source. A sequence s = 〈s1, s2, . . . , sa〉
is an ordered list of events. Let s = 〈s1, s2, . . . , sq〉 and t = 〈t1, t2, . . . , tr〉 be
two sequences. We say that s is a subsequence of t, denoted s � t, if there exist
integers 1 ≤ i1 < i2 < · · · < iq ≤ r such that sk ⊆ tij , for k = 1, . . . , q. The
source sequence corresponding to a source i, denoted by Di, is just the multiset
{e|(eid, e, i) ∈ D}, ordered by eid. For a sequence s and source i, let Xi(s,D) be
an indicator variable, whose value is 1 if s � Di , and 0 otherwise. The objective
is to find all sequences s whose support (Supp) is at least some user-defined
threshold θ, 1 ≤ θ ≤ m, where Supp(s,D) =

∑m
i=1 Xi(s,D).

2 Modelling Uncertainty

Traditionally, it is assumed that data is deterministic. However, it is now recog-
nized that data is often inherently noisy or uncertain. Probabilistic databases are
one way to model such uncertainties [1,7]. Recently, many data mining problems
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have been studied in probabilistic databases including frequent itemset min-
ing [1,3]. We focus on sequential pattern mining and our interest is in situations
where there is uncertainty either about a source or in the associated events.

Source-Level Uncertainty. In a retail transaction database, a customer’s details
may be incomplete or incorrect, or the database may itself be uncertain as a
result of “deduplication” or cleaning [4], leading to ambiguity in the customer’s
identity. A person/vehicle may be detected by a sensor/camera, but identification
methods may be noisy, leading to uncertainty (take the UK police’s automatic
number plate recognition database [9] for example). In such scenarios, it is certain
that an event occurred (e.g. a customer bought some items, a vehicle/person
entered an area) but there is uncertainty about the source associated with that
event. Situations like this can be modelled using attribute level uncertainty [7],
when the ’source’ attribute is a probability distribution over sources.

A probabilistic database Dp is an ordered list 〈r1, . . . , rn〉 of records of the
form (eid , e,W) where eid is an event-id, e is an event and W is a probability
distribution over S. The distribution W contains pairs of the form (σ, c), where
σ ∈ S and 0 < c ≤ 1 is the confidence that the event e is associated with
source σ; we assume

∑
(σ,c)∈W c = 1. A possible world D∗ of Dp is generated

by taking each event ei in turn, and assigning it to one of the possible sources
σi ∈ Wi, where σi ∈ S. Thus every record ri = (eidi, ei,Wi) ∈ Dp takes the
form r′i = (eidi, ei, σi), for some σi ∈ S in D∗. By enumerating all such possible
combinations we get the complete set of possible worlds. Assuming that the
distributions associated with each record ri in Dp are stochastically independent,
the probability of a possible world D∗ is Pr[D∗] =

∏n
i=1 PrWi [σi].

Table 1. A source-level uncertain database (L) and one possible world D∗ (R) showing
sources and associated events (here, Pr[D∗] = 0.6× 0.3× 0.7 = 0.126)

eid event W

e1 a (σ1:0.6)(σ2:0.4)

e2 b (σ1:0.3)(σ2:0.2)(σ3:0.5)

e3 c (σ1:0.7)(σ3:0.3)

source event(s)

σ1 (a)(b)(c)

σ2 〈〉
σ3 〈〉

Table 2. An event-level uncertain database (L), all possible worlds for Dp
2 (C) and a

possible world D∗ for Dp (R) containing one world each from possible worlds of every
Dp

i . (here, Pr[D
∗] = 0.126 × 0.48× 0.35 = 0.021)

p-sequence

Dp
1 (a : 0.6)(b : 0.3)(c : 0.7)

Dp
2 (a : 0.4)(b : 0.2)

Dp
3 (b : 0.5)(c : 0.3)

〈〉 0.6 × 0.8 = 0.48

(a) 0.4 × 0.8 = 0.32

(b) 0.6 × 0.2 = 0.12

(a)(b) 0.4 × 0.2 = 0.08

source possible world

σ1 (a)(b)(c) = 0.126

σ2 〈〉 = 0.48

σ3 〈〉 = 0.35

Event-Level Uncertainty. In some cases, the ‘source’ of the event is known but
the ‘event’ itself is uncertain. Consider a scenario where employees movements
are tracked in a building using RFID sensors [5]. A typical relation SIGHTING(t,
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tID, aID) in PEEX system [5], denotes that the RFID tag tID was detected
by antenna aID at time t. Consequently, PEEX processes the SIGHTING relation
to output a higher-level uncertain relation such as MEETING(time, person1,

person2, room, prob). An example tuple such as (103, ’Alice’, ’Bob’, 435,
0.4) in MEETING means that at time 103, PEEX believes that Alice and Bob are
having a meeting (event) with probability 0.4 in room 435 (source) [5]; since
antennae are at fixed locations, the source is certain but the event is uncertain.

A probabilistic database Dp is a collection of p-sequences Dp
1 , . . . , D

p
m, where

Dp
i is associated with source i ∈ S, Dp

i = 〈(e1, c1) . . . (ek, ck)〉, where the events
ej are ordered by eid and cj is the confidence that ej actually occurred. The
possible worlds semantics of Dp is as follows. For each event ej in a p-sequence
Dp

i there are two kinds of worlds; one in which ej occurs and the other where
it does not. Let occurred = {x1, . . . , xl}, where 1 ≤ x1 < . . . < xl ≤ k, be the
indices of events that occur in D∗

i . Then D∗
i = 〈ex1 , . . . , exl

〉, and Pr(D∗
i ) =∏

j∈occurred cj ∗∏j �∈occurred(1− cj). The set of all possible worlds of Dp
i , de-

noted by PW (Dp
i ) is obtained by taking all possible 2l alternatives for occurred,

and we say PW (Dp) = PW (Dp
1)× . . .× PW (Dp

m). For any D∗ ∈ PW (Dp) such
thatD∗ = (D∗

1 , . . . , D
∗
m), the probability ofD∗ is given by: Pr[D∗] =

∏m
i=1 Pr(D

∗
i ).

3 Probabilistic Frequentness

For Frequent itemset mining in probabilistic databases, measures like expected
support [1] and probabilistic frequentness [3] have been used. An expected sup-
port based approach for mining sequential patterns in probabilistic databases
was proposed in [6]. Here, we focus on probabilistic frequent sequential patterns.

Definition 1. Given a probabilistic database Dp and its set of possible worlds
PW (Dp), the support probability for a sequence s is denoted by: Pri(s) =∑

D∗∈PW (Dp),(Supp(s,D∗)=i) Pr(D
∗), where Supp(s,D∗) is the support of s in D∗.

Note that Pri(s) is the probability that the support of s is exactly i. Further, define
the support probability distribution (SPD) as the vector 〈Pr0(s), . . . ,Prm(s)〉.
Denote by Pr≥θ(s) =

∑m
k=θ Prk(s) the probability that the support of s is at least

θ. Given Dp and two user-specified thresholds namely support θ, 1 ≤ θ ≤ m and
a confidence τ ∈ (0, 1], the objective is to find all probabilistic frequent sequences
(PFSes) s s.t. Pr≥θ(s) ≥ τ (i.e. all s with probability ≥ τ of having support
≥ θ). Next, we show that we can obtain PFSes by dynamic programming (DP) for
event-level uncertainty. By contrast, we show the computational intractability of
finding PFSes for source-level uncertainty. We consider the fundamental question
“is s a PFS”, i.e. given Dp, s, θ and τ , is Pr≥θ(s) ≥ τ?

PFSes for Event-Level Uncertainty. First, we compute the probability with
which a source supports a sequence s i.e. we compute Pr(s � Dp

i ) ∀ i, 1 ≤ i ≤ m,
as done by [6]. Then, we compute Pri,j(s), for 0 ≤ i, j ≤ m, which is the proba-
bility that exactly i of the first j sources support s, by DP using the recurrence:

Pri,j(s) = Pri−1,j−1(s) · Pr(s � Dp
i ) + Pri,j−1(s) · (1− Pr(s � Dp

i )), (1)
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where Pr0,j(s) = 1, 0 ≤ j ≤ m and Pri,j(s) = 0, ∀ i > j. Clearly, Pri,m(s)
= Pri(s), for all i, and we can use this to determine if s is a PFS.

PFSes for Source-Level Uncertainty. In source-level uncertainty, an event may
potentially be associated to more than one sources as shown in Table 1. Note
that the DP computation in Eq. 1 computes the value Pri,j(s), which does not
help in this case. For example, in Table 1, event ’b’ is confused between sources
σ1, σ2 and σ3, but it could only be associated to one of the three in a real world,
which is ignored when using Eq. 1. For example, for s = (b), Pr2,2(s) = 0, as only
one of the sources can support s. However, using Eq. 1, we obtain: Pr2,2(s) =
Pr1,1 ×Pr(s � Dp

2) + Pr2,1 ×(1 − Pr(s � Dp
2)) = 0.3 × 0.2 + 0 × 0.8 = 0.06,

which is not correct. So, Eq. 1 does not work for source-level uncertainty. We
further note that it is not possible to compute the value Pri,j(s). As mentioned
above that Prk,m(s) = Prk(s), for all k, we say that computing Prk(s) (i.e. the
probability that exactly k sources support s) as Exact-k-Support problem.

Theorem 1. Given a probabilistic database Dp, a sequence s and a number
k,0 ≤ k ≤ m, computing the Exact-k-Support for s in Dp is �P-complete.

Theorem 1 is shown by reducing the problem of computing the number of per-
fect matchings in a bipartite graph, a �P complete problem [8], to the Exact-k-
Support problem.

4 Conclusions and Future Work

We studied uncertainty models for sequential pattern mining and discussed prob-
abilistic frequentness computation for source-level and event-level uncertainties.
An empirical evaluation and comparison with expected support in computational
cost and in quality of the solution should be an interesting direction to explore.
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1 Introduction

Information with various formats are gathered and organised by different parties.
Data Integration (DI) aims to eliminate the syntactic, structural and semantic
heterogeneities associated with such information [1], combine them, and provide
access interfaces to the user. In practice, apart from these heterogeneity issues,
other factors also have impact on the design of integrated data resources. Ex-
amples of such factors include the users’ requirements, domain knowledge of the
end-users and data integrators, query capabilities of the available data sources,
incomplete information contained in the data sources, etc. This leads data inte-
gration a complex and error-prone process [2]. Many DI tools have been designed
to (semi-)automatically assist integrators in DI tasks such as similarity match-
ing and mapping generation. However, the quality of the integrated solutions
generated is still difficult to determine and control, especially in reflecting users’
requirements in aspects such as completeness, consistency, accuracy, minimality
and performance of the integrated resources [3].

Generally speaking, the DI task can be achieved in four steps: preintegration,
schema comparison, schema conformance and schema merging and restructuring
[4]. 1) The preintegration step focuses on the analysis of schemas in order to de-
cide the integration policy, including the integration approach to adopt and the
integration strategies to use. 2) The schema comparison step focuses on detecting
the relationships between the source schemas by undertaking schema matching.
Several tools have been developed for this, such as COMA++ (http://dbs.uni-
leipzig.de/en/Research/coma.html). 3) The schema conformance step fo-
cuses on aligning schemas to make them compatible for integration. Generally,
this step is merged with the next step. 4) The schema merging and restruc-
turing step focuses on creating a simple superimposition of common concepts
and restructuring this in order to meet users’ requirements. Transformations are
created during this step to link the source schemas and the integrated schema.
However, this schema may not be complete, consistent and may have redundan-
cies and it may also not fully meet the users’ requirements. Therefore, a restruc-
turing phase also needs to be performed with the aim of generating a schema
that is closer to the users’ requirements [4]. The schema conformance, merging
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and restructuring phases can be supported by DI tools that have functionalities
for creating and storing the integrated resources and for global query processing.
Such tools include Clio (http://queens.db.toronto.edu/project/clio/) and
AutoMed (http://www.doc.ic.ac.uk/automed/), etc.

This paper proposes a DI methodology that supports quality assessment of the
integration resources (by ‘integration resources’, we mean here the data sources,
the intermediate schemas, the global schemas, mappings and other metadata),
and a DI architecture for the realisation of this methodology. In this architecture,
off-the-shelf DI tools can be used to perform standard data integration tasks, and
a new quality assessment tool measures and analyses the quality of an integrated
resource. This quality assessment functionality is based on the quality framework
and quality criteria proposed in [3].

2 The DI Methodology and Architecture

In this section, we introduce a DI methodology that improves the existing DI
processes discussed in Section 1. Our DI methodology includes three integration
processesmatching/mapping, mapping revision and quality control. We discuss it
in detail by walking through the DI architecture that implements this method-
ology as illustrated in Figure 1. This architecture is composed of four main
components a pre-existing schema matching tool, a data integration tool, an on-
tology matching tool and the new quality assessment tool. In this architecture,
three heterogeneous data sources are being integrated and the data integrator
has access to basic information stored in data sources, such as schemas and data.
We also assume there is no existing global schema to start off with. The three
DI processes are as follows. The whole process is iterative, and steps 3 onwards
below may be applied multiple times.

The matching/mapping phase focuses on understanding the data sources
by using a schema matching tool and creating the intermediate schema if nec-
essary, the global schemas and mappings as the initial integration resources
using the integration tool. This phase is demonstrated as steps 1-5 in Figure
1. We use COMA++ and AutoMed as the schema matching and integration
tool respectively, and they can be replaced by other tools that provide similar
functionalities, such as GLUE and Clio.

The mapping revision phase focuses on refining the initial integration re-
sources by using ontology techniques1. This phase is demonstrated as steps 6-8
and then repeating steps 3-5 in Figure 1. In step 6, we translate all the local,
intermediate and global schemas into their corresponding OWL representations,
in order to not only align such schemas to be compatible for integration since
we are integrating heterogenous data sources, but also to enrich the semantics
in the integration resources. Such semantics can be enriched in two ways. Some
semantics can be added during the translation from the schemas to their OWL
representations with the assistance from the domain and upper-level ontology.

1 We use OWL (http://www.w3.org/TR/owlref/) as the ontology language in our
discussion of the architecture.
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The integrator could also define assertions on the OWL schemas in order to ex-
press their own domain knowledge and information provided by the users (step
8). We then apply the ontology matching tool to such OWL schemas and more
precise correspondences between schemas are expected to be discovered (step
7-8). The integrator examines the matching results and refines the initial inte-
gration resources (step 3-5).

Fig. 1. Integration Architecture with Quality Assessment
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The quality control phase focuses on assessing the quality of the integration
resources with respect to users’ requirements. This phase is demonstrated as
steps 9-12 in Figure 1. First, the integrator sets up the quality framework dis-
cussed in [3], and establishes relationships between different quality factors with
respect to the role users play and their corresponding quality requirements (step
9). Then the integration knowledge base is built by automatically translating
the integration resources into their OWL representations that are suitable for
the quality assessment purpose (step 10). For each quality factor of interest, the
integrator uses the quality assessment tool to measure that quality factor us-
ing the associated quality metrics and populate the quality framework with the
results. After all quality factors have been measured with appropriate quality
metrics and the quality framework has been populated, inconsistencies between
the various quality criteria/factors may be discovered by using an ontology rea-
soner, such as Pellet (http://clarkparsia.com/pellet/) (step 11). A quality
report presenting the quality measurement results will be generated. The inte-
grator then examines the quality report and makes any necessary changes to
the integration resources e.g., modifying the schema and mapping specifications,
modifying the assertions, changing the quality requirements (repeat step 3 on-
wards).

3 Conclusion

In this paper, we have proposed a DI methodology and architecture with quality
assessment functionality. Our work has two main advantages in supporting the
current DI demands. First, it covers DI processes commonly adopted by data
integrators. In addition, it also supports mapping revision and quality assess-
ment. Second, it reuses several off-the-shelf DI tools directly because the new
quality assessment functionality is separated from these tools. Full details of this
DI architecture and the quality aspect can be found in [3].
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