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Preface

The decreasing costs of consumer electronic devices such as digital cameras and digital camcorders,
along with the ease of transportation facilitated by the Internet, has lead to a phenomenal rise in the
amount of multimedia data. Now multimedia data comprising of images, audio, and video is becoming
increasingly common. Given that this trend of increased use of multimedia data is likely to accelerate,
there is an urgent need for providing a clear means of capturing, storing, indexing, retrieving, analyzing,
and summarizing such data.

Image data, for example, is a very commonly used multimedia data. The early image retrieval sys-
tems are based on manually annotated descriptions, called text-based image retrieval (TBIR). TBIR
is a great leap forward, but has several inherent drawbacks. First, textual description is not capable of
capturing the visual contents of an image accurately, and in many circumstances, textual annotations are
not available. Second, different people may describe the content of an image in different ways, which
limits the recall performance of textual-based image retrieval systems. Third, for some images there is
something that no words can convey. To resolve these problems, content-based image retrieval (CBIR)
systems are designed to support image retrieval, and have been used since the early 1990s. Also, some
novel approaches (e.g., relevance feedback, semantic understanding, semantic annotation, and semantic
retrieval of images) have been developed in the last decade to improve image retrieval and satisfy the
advanced requirements of image retrieval.

Multimedia data retrieval is closely related to multimedia data management. Multimedia data
management facilitates the manipulation of multimedia data such as representation, storage, index, re-
trieval, maintenance, and so on. Multimedia data retrieval is the key to implementing multimedia data
management on one hand. On the other hand, multimedia data retrieval should be carried out based
on multimedia data representation, storage, and index, which are the major tasks of multimedia data
management. Databases are designed to support the data storage, processing, and retrieval activities
related to data management, and database management systems can provide efficient task support and
tremendous gain in productivity is hereby accomplished using these technologies. There is no doubt that
database systems play an important role in multimedia data management, and multimedia data manage-
ment requires database technique support. Multimedia databases, which have become the repositories
of large volumes of multimedia data, are emerging.

Multimedia databases play a crucial role in multimedia data management, which provide the
mechanisms for storing and retrieving multimedia data efficiently and naturally. Being a special kind
of databases, multimedia databases have been developed and used in many application fields. Many
researchers have been concentrating on multimedia data management using multimedia databases. The
research and development of multimedia data management using multimedia databases are receiving
increasing attention. By means of multimedia databases, large volumes of multimedia data can be stored
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and indexed and then retrieved effectively and naturally from multimedia databases. Intelligent multi-
media data retrieval systems are built based on multimedia databases to support various problem solving
and decision making. Thus, intelligent multimedia databases and information retrieval is a field that
must be investigated by academic researchers together with developers both from CBIR and Al fields.
The book has two focuses on multimedia data retrieval and multimedia databases, aiming at provid-
ing a single account of technologies and practices in multimedia data management. The objective of the
book is to provide the state of the art information to academics, researchers, and industry practitioners
who are involved or interested in the study, use, design, and development of advanced and emerging
multimedia data retrieval and management with ultimate aim to empower individuals and organizations
in building competencies for exploiting the opportunities of the knowledge society. This book presents
the latest research and application results in multimedia data retrieval and management. The different
chapters in the book have been contributed by different authors and provide possible solutions for the
different types of technological problems concerning multimedia data retrieval and management.

INTRODUCTION

This book, which consists of fifteen chapters, is organized into two major sections. The first section
discusses the feature and semantics of multimedia data as well as their usage in multimedia information
retrieval in the first eight chapters. The next seven chapters covering database and intelligence technolo-
gies for multimedia data management comprise the second section.

First of all, we take a look at the issues of the feature and semantics of multimedia data as well as
their usage in multimedia information retrieval.

Imad EL-Zakhem et al. concentrate on building a user profile according to his own perception of
colors for image retrieving. They develop a dynamic construction of the user profile, which will increase
their satisfaction by being more personalized and accommodated to their particular needs. They suggest
two methods to define the perception and transform it into a profile: the first one is achieved by querying
the user and getting answers and the second one is achieved by comparing different subjects and ending
up by an appropriate aggregation. They also present a method recalculating the amount of colors in the
image based on another set of parameters, and the colorimetric profile of the image is being modified
accordingly. Avoiding the repetition of the process at the pixel level is the main target of this phase,
because reprocessing each image is time consuming and not feasible.

In content-based image retrieval, different kinds of features (e.g., texture features, color features and
shape features) may be used jointly, and feature integration is hereby one of crucial issues in content-
based image retrieval. Gang Zhang et al. develop an approach of integrating shape and texture features
and investigate if integration features are more discriminative than single features. Single feature ex-
traction and description is foundation of the feature integration. They apply Gabor wavelet transform
with minimum information redundancy to extract texture features, which are used for feature analyses.
Fourier descriptor approach with brightness is used to extract shape features. Then both features are
integrated together by weights. They make the comparisons among the integration features, the texture
features, and the shape features so that the discrimination of the integration features can be testified.

The research domain of automatic image annotation and search from low-level descriptors analy-
sis has considerably evolved in the last 15 years. Since then, this domain has reached a level of ma-
turity where only small improvements are brought in new models and systems. Jean Martinet and
Ismail Elsayad propose a classification of image descriptors, from low-level descriptors to high-level



descriptors, introducing the notion of mid-level descriptors for image representation. A mid-level de-
scriptor is described as an intermediate representation between low-level descriptors (derived from the
signal) and high-level descriptors (conveying semantics associated to the image). Mid-level descriptors
are built for the purpose of yielding a finer representation for a particular set of documents. They describe
a number of image representation techniques from a mid-level description perspective.

There are hundreds of millions of images available on the current World Wide Web, and the demand
for image retrieval and browsing online is growing dramatically. The typical keyword-based retrieval
methods for multimedia documents assume that the user has an exact goal in mind in searching a set of
images whereas users normally do not know what they want, or the user faces a repository of images
whose domain is less known and content is semantically complicated. In these cases it is difficult to
decide what keywords to use for the query. Lisa Fan and Botang Li present an approach of the user-
driven ontology guided image retrieval. It combines (a) the certain reasoning techniques based on logic
inside ontology and (b) the uncertain reasoning technique based on Bayesian Network to provide users
the enhanced image retrieval on the Web. Their approach is for easily plugging in an external ontology
in the distributed environment and assists user searching for a set of images effectively. In addition, to
obtain a faster real-time search result, the ontology query and BN computation should be run on the
off-line mode, and the results should be stored into the indexing record.

A large number of digital medical images have been produced in hospitals in the last decade. These
medical images are stored in large-scale image databases and can facilitate medical doctors, profession-
als, researchers, and college students to diagnose current patients and provide valuable information for
their studies. Image annotation is considered as a vital task for searching, and indexing large collec-
tions of medical images. Chia-Hung Wei and Sherry Y Chen present a complete scheme for automatic
annotation on mammograms. Firstly, they present the feature extraction methods based on BI-RADS
standards. This ensures that the meaning and interpretation of mammograms are clearly characterized
and can be reliably used for feature extraction. Secondly, they propose the SVM classification approach
to image annotation. Finally, their experimental results demonstrate that the scheme can achieve fair
performance on image annotation.

Digital image storage and retrieval is gaining more popularity due to the rapidly advancing technology
and the large number of vital applications, in addition to flexibility in managing personal collections of
images. Traditional approaches employ keyword based indexing which is not very effective. Content
based methods are more attractive though challenging and require considerable effort for automated
feature extraction. Gérkem Asilioglu et al. present a hybrid method for extracting features from images
using a combination of already established methods, allowing them to be compared to a given input
image as seen in other query-by-example methods. First, the image features are calculated using edge
orientation autocorrelograms and color correlograms. Then, distances of the images to the original im-
age are calculated using the L1 distance feature separately for both features. The distance sets are then
be merged according to a weight supplied by the user.

Disadvantages with text-based image retrieval have provoked growing interest in the development
of Content-Based Image Retrieval (CBIR). In CBIR, instead of being manually annotated by text-based
keywords, images are indexed by their visual content, such as color, texture, etc. Ling Shao surveys
content-based image retrieval techniques on representing and extracting visual features, such as color,
shape, and texture. The feature representation and extraction approaches are first classified and discussed.
Then, he summarizes several classical CBIR systems which rely on either global features or features
detected on segmented regions. The inefficiency and disadvantages of those narrow-domain systems



are also presented. Finally, he discusses two recent trends on image retrieval, namely semantic based
methods and local invariant regions based methods, and proposes directions for future work.

With the rapid growth of digital videos, efficient tools are essential to facilitate content indexing,
searching, retrieving, browsing, skimming, and summarization. Sport video analysis aims to identify
what excites audiences. Previous methods rely mainly on video decomposition, using domain specific
knowledge and lacking the ability to produce personalized semantics especially in highlight detection.
Research on suitable and efficient techniques for sport video analysis has been conducted extensively
over the last decade. Chia-Hung Yeh et al. review the development of sport video analysis and explore
solutions to the challenge of extracting high-level semantics in sport videos. They propose a method
to analyze baseball videos via the concept of gap length. Use-interaction may be a solution to achieve
personalization in semantics extraction. The techniques introduced can be wildly applied to many fields,
such as indexing, searching, retrieving, summarization, skimming, training, and entertainment.

The second section deals with the issues of database and intelligence technologies for multimedia
data management.

The last decades have witnessed a considerable rise in the amount of multimedia data. Data models
and database management systems (DBMSs) can play a crucial role in the storage and management of
multimedia data. Being a special kind of database systems, multimedia databases have been developed
and used in many application fields. Shi Kuo Chang, Vincenzo Deufemia, and Giuseppe Polese present
normal forms for the design of multimedia database schemes with reduced manipulation anomalies.
They first discuss how to describe the semantics of multimedia attributes based upon the concept of
generalized icons, already used in the modeling of multimedia languages. They then introduce new ex-
tended dependencies involving different types of multimedia data. Based upon these new dependencies,
they define five normal forms for multimedia databases, some focusing on the level of segmentation of
multimedia attributes, others on the level of fragmentation of tables. Thus a normalization framework
for multimedia databases is developed, which provides proper design guidelines to improve the quality
of multimedia database schemes.

Multimedia data is a challenge for data management. The semantics of traditional alphanumeric
data are mostly explicit, unique, and self-contained, but the semantics of multimedia data are usually
dynamic, diversiform, and varying from one user’s perspective to another’s. Dawen Jia and Mengchi
Liu introduce a new model, titled the Information Networking Model (INM). It provides a strong se-
mantic modeling mechanism that allows modeling of the real world in a natural and direct way. With
INM, users can model multimedia data, which consists of dynamic semantics. The context-dependency
and media-independency features of multimedia data can easily be represented by INM. In addition,
multimedia multiple classifications are naturally supported. Based on INM, they propose a multimedia
data modeling mechanism in which users can take advantage of basic multimedia metadata, semantic
relationships, and contextual semantic information to search multimedia data.

With increasing use of multimedia in various domains, several metadata standards appeared these
last decades in order to facilitate the manipulation of multimedia contents. These standards help con-
sumers to search content they desire and to adapt the retrieved content according to consumers’ pro-
files and preferences. However, in order to extract information from a given standard, user must have
a pre-knowledge about this latest. This condition is not easy to satisfy due to the increasing number
of available standards. Samir Amir ef al. first give an overview about existing multimedia metadata
standards and CAM4Home project initiative that covers a wide area of information related to multime-
dia delivery and includes multimedia content description, user preference and profile description, and
devices’ characteristic description. Then they relate about multimedia and generic integration issues
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by discussing the work done by W3C working group in order to integrate heterogeneous metadata and
some generic approaches providing mapping between ontologies. They also consecrate to the illustra-
tion of the proposal of a new architecture for the multimedia metadata integration system and discuss
about challenges of its realization.

Semantic characterization is necessary for developing intelligent multimedia databases, because hu-
mans tend to search for media content based on their inherent semantics. However, automated inference
of semantic concepts derived from media components stored in a database is still a challenge. Ranjan
Parekh and Nalin Sharda demonstrate how layered architectures and visual keywords can be used to
develop intelligent search systems for multimedia databases. The layered architecture is used to extract
meta-data from multimedia components at various layers of abstractions. To access the various abstracted
features, a query schema is presented which provides a single point of access while establishing hierarchi-
cal pathways between feature-classes. Minimization of the semantic gap is addressed using the concept
of visual keyword (VK). Semantic information is however predominantly expressed in textual form,
and hence is susceptible to the limitations of textual descriptors—viz. ambiguities related to synonyms,
homonyms, hypernyms, and hyponyms. To handle such ambiguities they propose a domain specific
ontology-based layer on top of the semantic layer, to increase the effectiveness of the search process.

Fuzzy set theory has been extensively applied to the representation and processing of imprecise and
uncertain data. Image data is becoming a kind of important data resources with rapid growth in the num-
ber of large-scale image repositories. But image data is fuzzy in nature and imprecision and vagueness
may exist in both image descriptions and query specifications. Li Yan and Z. M. Ma review some major
work of image retrieval with fuzzy logic in the literature, including fuzzy content-based image retrieval
and database support for fuzzy image retrieval. For the fuzzy content-based image retrieval, they present
how fuzzy sets are applied for the extraction and representation of visual (colors, shapes, textures) fea-
tures, similarity measures and indexing, relevance feedback, and retrieval systems. For the fuzzy image
database retrieval, they present how fuzzy sets are applied for fuzzy image query processing based on a
defined database models, and how various fuzzy database models can support image data management.

Project portfolio management of multimedia production and use emerges today as a challenge both for
the enrichment of traditional classroom based teaching and for distance education offering. In this way,
Joni A. Amorim, Rosana G. S. Miskulin, and Mauro S. Miskulin intend to answer the following ques-
tion: “Which are the fundamental aspects to be considered in the management of projects on educational
multimedia production and use?” They present a proposal of a project management model for digital
content production and use. The model, the methodology and the implementation are named EduPMO
(Educational Project Management Office). The model, the methodology and the implementation should
be understood as related but independent entities. This interdisciplinary investigation involves differ-
ent topics, going from metadata and interoperability to intellectual property and process improvement.

Latent Semantic Analysis (LSA) or Latent Semantic Indexing (LSI), when applied to information
retrieval, has been a major analysis approach in text mining. It is an extension of the vector space method
in information retrieval, representing documents as numerical vectors, but using a more sophisticated
mathematical approach to characterize the essential features of the documents and reduce the number of
features in the search space. Anne Kao et al. summarize several major approaches to this dimensionality
reduction, each of which has strengths and weaknesses, and describe recent breakthroughs and advances.
They show how the constructs and products of LSA applications can be made user-interpretable and review
applications of LSA beyond information retrieval, in particular, to text information visualization. While
the major application of LSA is for text mining, it is also highly applicable to cross-language information
retrieval, Web mining, and analysis of text transcribed from speech and textual information in video.
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Chapter 1

Profiling User Color Perception
for Image Retrieving

Imad El-Zakhem
Université de Reims Champagne Ardenne, France

Amine Ait-Younes
Université de Reims Champagne Ardenne, France

Herman Akdag
Université Paris 6, France

Hanna Greige
University of Balamand, Lebanon

ABSTRACT

The aim of this work is to build a user profile according to his own perception of colors for image retriev-
ing. Images are being processed relying on a standard or initial set of parameters using the fuzzy set
theory and the HLS color space (Hue, Lightness, and Saturation). We developed a dynamic construction
of the user profile, which will increase his satisfaction by being more personalized and accommodated to
his particular needs. We suggest two methods to define the perception and transform it into a profile; the
first method is achieved by querying the user and getting answers, which will guide through the process
of implementation of the profile; the second method is achieved by comparing different subjects and
ending up by an appropriate aggregation. We also present a method that will recalculate the amount of
colors in the image based on another set of parameters, so the colorimetric profile of the image is being
modified accordingly. Avoiding the repetition of the process at the pixel level is the main target of this
phase, because reprocessing each image is time consuming and turned to be not feasible.

DOI: 10.4018/978-1-61350-126-9.ch001
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INTRODUCTION

Image retrieving is an important problem that
can be useful in many fields (Foulloy, 1990),
Hammami (2002), Hong (2000) and Le Saux
(2003)). For example, in medical applications, it
is important to retrieve images in order to help
medical expert forecasts. Another example lies in
web content detection: classification of images
to determine whether they contain a lot of skin
texture or not in order to detect adult and sexual
contents (Hammami, 2002).

There are several works onimage classification
based on the determination of a similarity degree
between images. This kind of classification can
be done through several techniques, for example:
statistical approach like Support Vector Machines
(Hong,2000; Barla,2003; Vapnik, 1998), colorand
illumination features using histograms intersec-
tion (Barla, 2003; Bourghorbel, 2002) and fuzzy
logic (Chen,2002; Omhover, 2004; Vertan, 2000).

Among these Image Retrieval Systems, we
distinguish at least two kinds: those that consider
the histograms and those that don’t. Barla et al
address the problem of classifying images by
exploiting color and illumination features, using
histogram intersections. The histogram intersec-
tion is used as a kernel function for SVMs and
allows one to classify images by similarity of
histograms (Barla, 2003).

Han and Ma propose a fuzzy color histogram
that permits to consider the color similarity across
different bins and the color dissimilarity in the
same bin (Han, 2002). Thus, as in Vertan (2000),
a pixel of a given color will contribute not only
to its specific bin, but its membership value will
be spread to other histogram bins.

Anotherkind ofapproach is presented by Wang
and Du: they propose an algorithm for indexing
and retrieving images based on region segmenta-
tion, and they also compute similarities between
images in order to classify them (Wang, 2000).
As for Frigui, he describes a system that offers
the refinement of the user query (Frigui, 2001).

Profiling User Color Perception for Image Retrieving

The user’s relevance feedbacks are modeled by
fuzzy sets, i.e. the user expresses his satisfaction
or discontentment by assigning a label to the
retrieved images. A dissimilarity based on fuzzy
integrals is then used. It is a kind of supervised
learning for image retrieval systems.

All the aforementioned authors work with a
query image. That is not the case of Binaghi et al
who use a user query expressed by crisp values
of colors (Binaghi, 1994). More precisely, they
provide methodological and technical solutions
to compute similarities between the query and
the image index. The user also has to choose the
color dimension (hue, chroma or lightness), the
image area covered by the referent color and the
type of color distribution in the image. Thus, the
user has to know exactly what he is looking for
in terms of colors and color distribution in order
to obtain satisfactory results. That is why we have
focused on the problem of the query expression
which is very simple in our case: the user can ask
only for a certain tone if he wants.

The aim of this work is not to make a classical
classification but to retrieve images according
to their dominant(s) color(s) expressed through
linguistic expressions. In this work, Images are
processed using a fuzzy representation of colors
based on the HLS space. The image processing
consists of modeling the three dimensions of color
(hue, saturation and lightness) by using fuzzy
membership functions.

The standard colorimetric profile of each image
is build using standard values of the membership
functions. These profiles may not be accepted by
all users since the perception is a subjective issue.
To resolve this problem, the user is asked to build
his profile, thus when retrieving images, they will
be brought regarding his perception.

To avoid the reprocessing of images, we use
a new approach by applying a transformation
procedure on the standard colorimetric profile of
the images according to user’s perception. In this
procedure, we use the notions of comparability
and compatibility of fuzzy subsets
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Figure 1. An example of a color histogram
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The chapter is organized as follows: after a
discussion about the color representation we pres-
ent in section 2 the problem of color representa-
tion with fuzzy membership functions and image
processing. The global approach for building a
user profile is presented in section 3. In section 4,
the notions of comparability and compatibility of
fuzzy subsets are presented. Finally, some statisti-
cal results are presented in section 5.

COLOR REPRESENTATION

Colors are being represented through different
color spaces like the RGB, HLS, Lab etc.

The CIE (Commission Internationale de
I’Eclairage) has standardized the weights of the
triplet R, G,B. The intensities of the three com-
ponents are additive, so that all colors accessible
from an RGB basis are obtained by sums of the
primary colors R, G, and B and by multiplications
by nonnegative constants (CIE, 1986).

Despite its use in computer systems, the
RGB color representation has some drawbacks
like the poor human interpretation, the none-
uniformity, etc.

The polar representation, like the HLS and
HSYV, uses one variable for light intensity and two

variables defined on the chromatic circle, may
allow a better handling of the color parameters
for quantitative purposes. Many research studies
took interest in the polar space color representa-
tions (Kender, 1976; Smith, 1978; Shih, 1995;
Carron, 1995).

In many color-based image retrieval {XE “re
trieval”} applications (CBIR), the color properties
of an image are characterized by the probability
distribution ofthe colors inthe image. Based on the
color space representation, many CBIR systems
representregion colors by means ofhistograms, so
that they can be stored in a simple, intuitive way.

Histograms may be represented in two-dimen-
sional or three-dimensional spaces (Figure 1).

The color histogram remains the most popular
representation of color distributions since it is
insensitive to small object distortions and easy to
compute. However, it is not very efficient due to
its large memory requirement. Typically, a color
histogram might consist of 512 bins. With such
alarge number of bins, the performance of current
indexing techniques is reduced to a sequential
scanning (Webe, 1998; Rui, 1999). To make
color histogram-based image retrieval truly scal-
able to large image databases it is desirable to
reduce the number of parameters needed to de-
scribe the histogram while still preserving the
retrieval performance.

Approaches to deal with these problems include
the usage of coarser histograms (Mitra, 1997,
Pass, 1999), dominant colors or signature colors
(Androutsos, 1999; Deng, 2001) and application
of'signal processing compression techniques such
asthe Karhunen—Loéve transform, discrete cosine
transform, Hadamard transform, Haar transform,
and wavelets, etc. (Albuz, 2001; Berens, 1995;
Hafner, 1995).

Also another drawback of histograms is that
they tend to be noisy. Sometimes it is necessary to
extract only relevant information from complete
histograms, thus retaining reduced feature vec-
tors. Some authors rely on extracting their Color



Figure 2. The RGB space
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Moments or Color Sets (Diplaros, 2006; Swain,
1991; Li, 1999).

Color moments are good descriptors when the
analyzed region presents adominant color, but this
technique provides confusing results when applied
tomixed colorregions. Color Sets can be adjusted
to represent color regions, but they introduce a
quantization on the original color histograms,
thus, they do not adapt to the characteristics of
any particular colored region.

FUZZY REPRESENTATION OF
COLORS AND IMAGE PROCESSING

As we know, one of the spaces usually used to
represent the color on a screen is the RGB space
(Red, Green and Blue). It is a three dimensional
space representing the three primary colors that
usually vary from 0 to 255. The origin of this
space (0, 0, 0) corresponds to the lack of color
which represents the “black™ color. On the other
hand the point (255,255,255) corresponds to the
maximum of color which represents the “white”.
Therepresentation ofthe colors in this space gives
us a cube (Figure 2).

In classification methods, this space is used
in the calculation of similarity through color
histogram (Swain, 1991) which represents the

distribution of the pixels on the three axes (red,
green, blue). However with this kind of histogram
itis difficult to define a fuzzy membership degree
to a given color, for example how to define in a
fuzzy way a “pink”?

The RGB space is not appropriate for our
problem also because three dimensions (R, G and
B) are necessary to identify a color. To facilitate
the color identification we choose another space
that allows us to characterize a color with only
one dimension: its hue. Indeed hue is enough to
recognize the color, except when the color is very
pale or very somber. This other space is called
HLS (Hue, Lightness, and Saturation) where
lightness corresponds to the quantity of “white”
inthe color and saturation corresponds to the light
intensity of the color. The identification of color
is made in two steps: first H, then L, S. The HLS
space can be represented through a cylinder or a
bi-cone (Figure 3).

Moreover, in practice, various models of
color representation use also a “two-step” iden-
tification of color. For example, Aron Sigfrid
Forsius, Pantone Matching System, RAL (Reich-
sAusschuss, fiir Lieferbedingungen und Giitesi-
cherung), Munsel, ISCC-NBS (Inter-Society
Color Council - National Bureau of Standards),
etc. (cf. Couwenbergh(2003)) use at first a color
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Figure 3. The HLS space

H: Hue, angle
L Lightress
S Saturation

description by means of the hue then a refinement
through the saturation and the lightness.

H is defined as an angle but we can also
represent it in the interval [0,255] as the other
components L and S. The difference between H
and the other components is that its definition
interval loops which means that 0 and 256 are
the same points. The “pure” red (represented in
RGB space by the point (255, 0, 0)) corresponds
to an angle equal to 0° for 4, a saturation s equal
to 255 and a lightness / equal to 128.

For this problem, we limit ourselves to the
nine fundamental colors defined by the set
T representing a good sample of colors
(dimension H):

T = {red, orange, yellow, green, cyan, blue,
purple, magenta, pink}

This set corresponds to the seven colors of
Newton (cf. Roire(2000)) to which we have added
color pink and color cyan. Of course, this choice
is not restrictive; we can modify the set of colors
as desired.

Fuzzy Representation of Colors

As we have seen HLS space is convenient for our
problem but it is anon UCS (uniform color scale)
space (Herrera, 2001). Indeed our eyes don’t per-
ceive small variations of hue when color is green

Cyan

Green Yellow
Red
Blue agenta

(h = 85) or blue (h = 170) while they perceive it
very well with orange (h = 21) for example.

To deal with non uniformly distributed scales,
authors such as Herrera and Martinez propose to
use fuzzy linguistic hierarchies with more or less
labels, depending on the desired granularity (Her-
rera, 2001). Another approach from Truck (2001)
is to represent the hues with trapezoidal or trian-
gular fuzzy subsets thanks to colors definitions
from www.pourpre.com. This technique is more
empirical but fits better the human perception,
that is why we also use this approach.

For each color of 7 they built a membership
function varying from 0 to 1 (f, with ¢t € 7). If
this function is equal to 1, the corresponding
color is a “true color” (cf. Figure 4).

These functions were built using colors defini-
tion (www.poupre.com). For each fundamental
color, the associated interval is defined according
to linguistic names of colors. For example to
construct fy o WE Canuse color “mustard” whose
hue is equal to 55 and whose membership to /|
is equal to 0.5.

Forsome colors, the result gives awide interval.
It is the case for the colors “green” and “blue”
whicharerepresented by trapezoidal fuzzy subsets.

For the construction of these functions, in this
article we suppose that two functions representing
two successive colors have their intersection point
value equal to 1/2. It means that when h corre-
sponds to an intersection point it can be assigned
to both colors with the same weight.

ellow
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Figure 4. The dimension H

f &

red orange yellow green cyan blue purple magenta pink red

43 85 128 170 213 234 H
Asusual (Bouchon-Meunier, 1995) we denote ‘
(a, b, a, p) a trapezoidal fuzzy subset (Figure 5). 0 i h=43
When the kernel is reduced to only one point, itis £ (h) = i if h<21 )
atriangular subset denoted by (a, a, ) since a=b. e 21
Now we can define the membership function 43 —h i h>21
of any color t: 22
1 if hza For ¢ = green we have a trapezoidal subset
A h<b with (=75, a=22,b=95, 3 =33):
0 if h<a—a«
AN h>b+p Loif hz75
h—(a—a) | A h<95
VieT, f(h)y={—— 2 _
€T, f(h) - if h>a-a 0 if h<43
A h<a A h>128
b+B)-h if  h>b L (h) = 1 =43 if h>43 A3)
8 22
A h<b+p N R <T5
M 128 —h if h>95
33
For example, for ¢ = orange we have a trian- A h <128

gular subset with:
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Figure 6. Fundamental color qualifiers
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gloomy
85
dull moderately saturated heavy
saturated 170
pallid
255
v
0 85 170 255§ L
0
somber dark deep
85
gray medium bright
: : 170
pale light luminous
255
VL

Moreover if we want to complete the model-
ing, it is necessary to take into account the two
other dimensions (L, S). A scale representing the
colorimetric qualifiers is associated to each dimen-
sion. These two intervals are divided into three:
the first subinterval corresponds to a low value,
the second to an average value and the last to a
strong value. This division gives for saturation S:
“dull”, “moderately dull” and “saturated”; and
for lightness L: “gloomy”, “heavy” and “pallid”.

These two scales are then aggregated to give
nine qualifiers for colors defined by the following
set (Figure 6) (Ait Younes, 2007):

Q = {somber, dark, deep, gray, medium, bright,
pale, light, luminous}.

Each element of the set Q is associated to a
membership function varying between 0 and 1 (
fq withg € Q). For these functions the intersec-
tion point value is also supposed equal to 1/2 (cf.

Figure 8)). Every function is represented through
the set (a, b, ¢, d, a, B, , o) (Figure 7).

The membership function of any qualifier ¢
is defined below:

1 if a<s<b
A c<I<d
0 if s<a—aVs>b+p
V I<c—yVIi>d+6
w Zf Cffy<l<c
Y

AN al—vs<ac—na
A Bl+vys < Bc+ b

(@d+8-1 d<l<d+6

Ve Q,f(ls)= A Bl—6s> Bd—6b

A al + 6s > ad + ba

w if a—a<s<a
e
AN al—vys>ac—na
A al + 6s < ad + ba
% if b<s<b+p

AN Bl+ys> B+ b
A Bl—8s < B3d—6b

“)
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Figure 7. Trapezoidal 3-D fuzzy subset

Figure 8. Dimensions L and S
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For example, for ¢ = somber, we have (a =
a=0,b=43,B=84,c=7=0,d=43,5=84):

1 if  s<43
A 1<43
0 if s>127
v 1>127
T @) = {22120 i g5 <y <107
84
A [>s
127=5 o 43<s<127
84
A [<s

)

We also took into account the colors black,
gray and white. Fuzzy membership functions are
associated to this colors (f,, .., f . and fg my).
These colors are completely defined through the
spaces L and S. If the lightness is very low then
the color is white, and a high level of the lightness
means the color is black. If the saturation is very
low then the color is gray. For this last color we
define three qualifiers: dark, medium and light

Figure 9. Black, gray and white

which are associated to fuzzy membership func-
tions: -]chm'k , fm s and flw (Figure 9).

For example, for = black we have (a=a =0,
b=255p=0,c=y=0,d=15,8=10):

1 if  1<15
ﬁ)lack(l) = 0 Zf l Z 25 (6)
Bl 15<i<25

Image Processing

Each pixel can now be categorized in one or more
fuzzy classes with an associated membership
degree. Thus, it is possible to compute the mem-
bership functions to the various classes (colors
and qualifiers) for the whole image.

Let / be an image and P be the set represent-
ing the pixels of 1.

Each element p of the set Pis defined by its
color coordinates (h . 1p, sp). We calculate the

functions f[(hp),jz(lp,sp), fq(lp,sp) for
te7 and g€ Q.

P

dark medium

light L

=

Gray




Let F, and F, be the following functions,

representing the membership degree of / to the
classes t and (7,q):

D5,

oteT F()=22
() 7

oV(t,q) €T xQ, ﬁ;,q(l) = 2P 7]

0 if fi(h)=0

1 else

With g,(h,) :{

The profile associated to the image is denoted
by [F (D), ﬁ;q (I)] and contains 96 elements: | 7°
|+ |7 x Q|+ | {black, white, gray} | +| {gray} x
{dark, medium, light} |=9 + 81 + 3 + 3 (Figure
10).

Because of the representation of colors in two
steps (hues on the one hand, and qualifiers on the
other hand), the classes follow a hierarchy:
classes Cwitht € T U {black,white, gray} can
be considered as fathers and the classes
CN’W with (c,q) € T U{gray} x Q as their sons.

Let us denote:

F" (1) = max, ., (F,(D))

oF, (I) = max_(F (1)) VteT,
and for t = gray, q € {dark, medium,light}

An image [ will be assigned to:

« the classes C if F(I)>F (I)- )\,
Vt € T U{black, white, gray} with A a
tolerance threshold.

«  the classes C~’tiq if £(I)>F (I)—\and,

V(t,q) € T x Q U{gray} x {dark, medium,light}

10
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Thus, an image can be assigned to several class-
es, and it can be assigned to a subclass only if it
is also assigned to its father class. For example,
an image cannot be assigned to “red, bright” class
(C, g ) 1f 1t 18 1ot assigned to the “red” one
(C.0)-

The standard colorimetric profile of each
image is build using the standard values of the
membership functions as described above. These
profiles may not be accepted by all users since the
perception is a subjective issue. To resolve this
problem, the user is asked to build his profile,
thus when retrieving images, they will be brought
regarding his perception.

USER PROFILE FOR
COLOR PERCEPTION

The aim is to build for each user his own member-
ship functions of colors and qualifiers (Figure 4
and Figure 8). Starting from the initial functions
defined in the previous section, we will modify
the function parameters for each user.

The user is invited to build his profile by
identifying himself as an expert or as a simple
user. An expert user will follow a many-steps
algorithm; on the other hand the task for a simple
user is much more simplified. The experts profiles
are built using a questionnaire while non-experts’
by comparison of subjects (El-Zakhem, 2008).

Expert Algorithm

We mean by expert, the user who is interested to
build a detailed colorimetric profile and who is
intended to respond to a questionnaire R.

For each color i in the set 7, we denote its
previous by (i-1) and its successive by (i+1); also
each color i is defined by a value m, in the set
M . Each value in M corresponds to a color in
T (the middle of the kernel of the membership
function (Figure 4)).
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Figure 10. Profile representing an image.
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In order to define the user’s perception of
colors we have to define the hue, saturation and
lightness according to the user. For the hue, we
present to the user sample pictures as form of
question. The answer given is in form of interval-
value where the user considered that the hue in
question meets well his perception. When asked
about qualifiers the user is asked to use linguistic
terms as in the set Q.

The perception of color is defined on three
dimensions: hue, saturation and luminance. Each
of these dimensions is decomposed into a set of
granules. For the hue, the set of granules is the
set 7 . For the luminance the set is {gloomy,
heavy, pallid} and for the saturation the set is
{Dull, moderate, saturated,.

Each question will be relevant to one aspect
of the perception in question. For example while
dealing with color perception we can say that the
aspects are the saturation, hue and luminosity.

Hue Setting

. We fix the luminance and the saturation

and we show for each color “i”, a sample
picture of the deviations of colors {i-/, i,
i+1}. For example in Figure 11, let yel-

IS 3]

low be the color “i”, we fix luminance to

128 and full saturation to 255 and the hue
is varying from m_, until m, where m
corresponds to the orange} color and m
corresponds to the {green} color.

. The user clicks on two points @, and b, (or
one point a, = b ) where he considers that it
is the pure yellow, so these points are the
kernel of the fuzzy membership function.
(o, <a,and B,>b)

. Updating the set of maximums M and set
m. = avg(a, b)

. To avoid having a colorless zone we set |
of the previous color is equal to a,, — b,
and Oy =y — bi'

Luminance Setting

*  The user describes the zones in a sam-
ple picture by using linguistic terms like
gloomy, heavy and pallid. These terms are
the attributes for the luminance dimension.
Thus we get five zones: black, gloomy,
heavy, pallid and white as shown in Figure
12.

. Also for simplification of the algorithm,
the user may only choose the heavily col-
ored zone while the gloomy zone is set to

11



Figure 11. Hue of yellow color from orange to green
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[

Please click on the begining and the end of the yellow color zone:

[ send colors ]

Figure 12. Five zones

A

black

¢ - 45 and the pallid zone is set to 245-d,
(Figure 13).

. The setting of the luminosity is repeated
with each hue or only with selected hues
chosen by the user.

Saturation Setting

The maximum saturation ofany color in HLS space
is having a value of 255. The user has to use also
linguistic terms as in the setting of luminance;
these terms are dull, moderate and saturated.
Figure 14 describes the three zones of saturation.

12

“Simple User” Algorithm

We call a simple user a person who is not intend-
ing to follow a complex algorithm but instead
he would like to adopt an already stored profile.
The user will choose to model his perception by
imitating an already configured profile. In order to
achieve this task; the user would like to compare
different existing profiles. This can be done by
showing the user the result of retrieving images
according to some existing profiles. Each existing
profile would bring up a different set of images
from the other.
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Figure 13. Three zones

lid  white

Figure 14. Saturation dimension
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These sets must be displayed on the same
screenshot. The effect of luminance, brightness,
contrast, quality of light, topic of experience,
physical and mental and emotional state of the
user, quality of the display, are shown processed
and evaluated at the same moment, and their effect
on the perception is being ignored and mutually
neglected. In each set, the images are selected
regarding to their dominant color. Figure 15
shows an example of 4 sets of images according
to 4 profiles of experts regarding to the dominant
color cyan.

Since perception is very subjective we do not
expect that the user perception matches com-
pletely with one of the experts’ profiles. Thus the
user will give a satisfaction degree for each set
ofimages which are close to his perception. These
satisfaction degrees are linguistic terms which are
easy to use but less precise. We can limit to the
use of 5 linguistic terms distributed on the inter-
val from O to 1.

For example: very weak (0 to 20%), weak (20
to 40%), average (40 to 60%), good (60 to 80%),
very good (80 to 100%). Keeping in mind that
at the low level, the base of each set chosen is
a fuzzy membership function of the color being
modeled. So, in order to build a new fuzzy func-
tion reflecting the perception of the user, the user
will choose 2 sets of images which considers close
to his perception and we have to aggregate the 2
fuzzy functions and to take into consideration the
satisfaction degrees.

We suppose that these two satisfaction degrees
will be at least equal to “average™’ (>50) (Unbal-
anced linguistic term set (Herrera, 2007)).

The problem is reduced to an aggregation
problem of two fuzzy functions taking into ac-
count the weight given for each function. Figure
16 refers to 2 fuzzy functions with respective
weights 90% and 70%.

In this example, we can notice that the user is
more satisfied with the expert 2. The fuzzy

13
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Figure 15. Different sets of cyan images according to 4 experts

— - - — -
(o . L
. . Choose a colory | cyan -\-'_?
Meny
Add image

Choose a qualifier :
select qualifiar ]

function representing the perception of expert 2
is shifted to the right comparing it with the fuzzy
function representing the perception of the
expert 1.

We suppose that the satisfaction increasing
is due to the moving on the right of the expert 1
fuzzy subset. To build arepresentative fuzzy subset
for the user perception we have to emphasize this
moving. The fuzzy subset for the user perception

14

should be on the right of the expert 2 fuzzy subset
as shown Figure 16.
This approach can be summarized as follows:

1. The user choose a color

2. Showing to the user the result of retrieving
images, according to some existing profiles.

3. The user choose the 2 best sets of images
which are close to his perception
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Figure 16. Two fuzzy functions and the expected result of their aggregation
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4.  Theuser gives a satisfaction degree for each
set of images

5. Aggregation of the two fuzzy subsets as-
sociated to these sets

We recall that 7'is the set of the 9 fundamental
colors Of Newton:

T={red, orange, yellow, green, cyan, blue,
purple, magenta, pink}

For each user u, the membership function of
eachhue ¢, € T' isdefinedby: f*(h) V t, € T

Definition 1

Let e, € £ be an expert, and the set of all experts.
Let ST, (t;) be the set of all images with a

dominant color L according to the perception of
the expert e,

The user chooses the 2 best sets of images and
gives a satisfaction degree for each set: wf ; and
w;‘J with wfj > w;‘]

The fuzzy subset defined by the expert e for
the hue t,is given by the function f,jl denoted by

the quadruplet (a, ;,b, ;,q, ;, 5, ), and the fuzzy
subset defined by the expert e for the hue 1, is
given by the function f* denoted by the quadru-

plet (azJ, bzzj,az,j,[}z,/ )
Definition 2

Let D, be the difference between the positions
of the middles of segments [(a,,—a, ,0).(a, D]
and [(azJ - azJ,O),(azJ, 1)] as shown inFigurel§.

o, t o,
D Qﬁj_ 1,5 2 2,7

L = 4 ; —a (7

Lj

15
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Figure 17. Two fuzzy functions according to 2 experts
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Let D be the difference between the positions
of the middles of segment:

[(b,,. 1), (b, + B, , O and [(b, . 1), (b, + B, , 0)]

A By ®)

To build the fuzzy subset representing the user
perception, we have to emphasize the moving

(left and right) between f" and f* .

This movement will also depend on the miss-
ing satisfaction (100 — wfj)

Definition 3

Let (5l; and 67“; the left and right translation
attributes

. 100 — wf]
8l; = Dy x — k
wy, —wy
= L )
* 100 — w! |
or; = Dy X — F
wy, —wy,

16

' ! Bt B, H
!
kel
it
!
b betf. H
Definition 4

Let M, and M, two translation modifiers
(Bouchon-Meunier, 2001):

oM, (f (@)) = [, (2) = Maa(0, Min(1,,(z)))

(10)

—a—0l
soasfita g

a

With : ¢, (z) =

— b+ 6l.
—rAb+O+f If ©>a+6l,
ﬂ J

and ¢, a nondecreasing function for x <a + 611_,

and non increasing function for x > a + 5lj

oM, (f, (%)) = [, (%) = Maw(0, Min(1, ¢, (x)))

7

(11
With
poazbnta If z<a+ér
Pal) = —x—i—biérj—i-ﬂ
5 If ©>a+bér
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Figure 18. Different cases of fuzzy subsets comparison
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To determine the function representing the
perception of the user u, of the color ¢, we apply
the two modifiers to the function " :

fy(h) = M, (f"(R)), shown in Figure 19 in

g

red line.

oty (h) = My(f* (h)), shown in Figure 19 in

blue line.

A

1
w

0 » >
a—0oL a, b1 i brf‘ﬁl X

Sa

1

0 >
a—a, q, bz

A
1
/ \m

0 ; &>

a-ai b, b+p X

—_

»

bz+ﬂ2 Tx

a0 q, bz

The result is obtained by aggregating these
two subsets:

£ () = fo o (h) OP £ ()

J
The operator OP is an intersection or union

operator; its value depends on the translation at-
tributes 81/. and Sr/. as follows:

17
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Figure 19. Result of aggregation after applying left and right translation modificators
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| h—iE -r-h e Bt 2 *H
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l
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Result A (hy= 70, (08 £ (k)
if6lxér >0 If we want to have a coherent system, the
ifél > or modifications must respect some constraints:
OP =n
else . The standard profile is assigned to the user.
op — . To avoid empty areas, a modification on a
oOpP = =u (12) hue representation causes a modification
else on the adjacent hue representation
ifél > 0 + If a hue representation is modified, only
OP =n the emphasis of this modification will be
else allowed.
oP=U

In the case of Figure 19 the operator OP in
an intersection operator as represented in the third
fuzzy function of Figure 19.

Global Procedure for the
User Perception Modeling

The fuzzy subsets representing different colors are

adjacent, and then any change ofa color representa-
tion will have an influence on the adjacent colors.

18

The global approach for building the profile
can be defined as follows.

1. Initialization:

.f;m — f;]siandard (h), \v/t7 c T

J

Wl =6r, =0, Vi, €T

2. Choosingahuet,/ ¢, €T
3. T=T-—¢
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4. Showing the S, (t,). with SZ (¢,) the set
ofimages with adominant color t according
to the expert e, perception

5. The user choose the 2 best sets of images
which are close to his perception, and give

a satisfaction degree for each one: wf}
6. Calculating the 6:
6l, = Maz(6l;, a,, —b,)
and o/ + a < or,
. J J J
ér; = Min(or;, b

G+l a
+b.
J

_7‘+1)

6l, = Min(or, +b, —a;, Max(6l;, a,_, —b,_))
=

br, = Ma:c(él; +a; -0, Min(érj, by —a,,))

7.  Calculating the
fr,uA (h):f;:l(f])(h) opP fsn(:,)(h)
8. Modification of f and of f* :

{&ﬁl = or,
6r7+1 =

f;:ﬁ (h) = fr::;(f,kl)(h) opP fn:;(fkl)(h)
=

k)= fo () OP - fo, ()

9.  Feedback
o Showing theSZ(t;), with SZ(t,)
the set of images with a dominant
color l according to the perception of
the user u, ( ftj“ (h)).

° determining the satisfaction degree of
the user for this set of images: w;",

. : U, Uy, .
if wy'; > w" then:

. back to step 6  with
fr=00 et wyy = wp

e __ Uy, U Uy,
Fr=0 et wi =g

. if wé“; < wf“j then:
*  back to step 7 with [ = f"
) J
and
100 — w,*
8l = —6l, - o
(100 — wy’,) + (100 — w;*)
s 5 100 — wy!,
r. = —0r. X -
j J (100 — wé’f]) + (100 — wlu*j)

10. back to step 1

RETRIEVING IMAGES

Once the user has set his values for the hues and
the qualifiers, he would browse the database
and search for images. As explained before, the
images are processed using the standard values,
and the user has built his profile representing his
perception. Our approach avoids the reprocessing
ofimages by applying a transformation procedure
on the standard colorimetric profile of the images
according to user’s perception.

In this procedure, we use the notions of com-
parability and compatibility of fuzzy subsets.

Comparability

Two fuzzy subsets are called comparable if they
are close enough to each others. If the subsets are
totally different so we consider that the subsets
are not comparable. The degree of comparability
between 2 subsets will range from 0 (too far or
independent) to 1 (too close). Using the notion
of comparability with colors we are interested in
comparable colors. Thus, a certain color is said
comparable to its adjacent colors (Figure 20).
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Figure 20. Example of non-comparable and comparable subsets
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The fuzzy membership function is defined by
a trapezoid schema and by the four points (a, b,
¢, d). The degree of comparability of the subset
B to set the subset 4 is shown in Equation (13).

All the subsets which are close to the subset
A will form I'(4)

So we denote:

BeT(4) if +(4,B)>0

Considering a new color ¢, and an initial

color ¢, we can write:

4)>0

nnnnn

Exhibit 1.

Compatibility

A certain image is characterized as blue if one of
its dominant colors is blue, in other words, the
image is blue if its membership degree in the blue
color is high enough or simply it passed over a
fixed threshold.

The same image would not characterized as
blue according to another user, or, if the settings
of blue color (the values of a, b, ¢, d) have been
changed. Let’s suppose that originally an image
I has a degree d of membership in the color c,
this degree d will vary if the setting of the color
¢ will change. If we want to get the new degree
d . ,the only way that gives the exact result is to
reprocess the image / pixel by pixel.

Our approach will avoid this long process
and it simulates the variation of the initial set-
tings of colors by some arithmetic calculations.

~ Maz fAl (a,) + fAl (b,) + fA2 (¢,)+ fA2 (d,) ' fAl (c,) + fAl (d,) + fA2 (a,) + fA2 )

7(A17A2) 4

4 (13)
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Figure 21. Notion of compatibility
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The problem is similar to the problem of system
variation. For an image /, we will recalculate its
colorimetric profile into a new n-dimensional
system. The new system is defined according to
each user’s perception of colors.

Once we set the comparability degree of each
new subset, only subsets with a degree of compa-
rability greater than a fixed threshold are selected;
therefore we will be able to define a compatibility
degree only if the comparability degree is greater
than the threshold; this is because when dealing
with color in HLS space a deviation is accepted
until some limit beyond this limit the new color
will be more adherent to the next color (Couwen-
bergh, 2003; Boust, 2003). In other words, its
membership in the next color will be greater than
the membership in the initial old color. We should
always keep in mind that colors are adjacent and
there is no empty partition corresponding to 'no
color’ in the hue diagram.

We denote the comparability degree

S, NS,

A

(14)

Where S, is the surface of the initial trapeze
A4 and S, is the surface of new trapeze B being
compared to S, (Figure 21).

Since we are dealing with a fuzzy membership
function so the coordinate of the points b and ¢
is 1 and the coordinate of @ and d is 0

SA_bl a1+1_b1+d1 G
53_172_—0'2+02_b2+d2_62

It is obvious that ¢ (B,4) # ¢ (4,B)
Hue Compatibility

Let’s consider an initial color 7, represented by a
fuzzy membership function f and by the points
a,b,c .d,, the new color t, represented by a
fuzzy membership function /| and by the points
a,,b,,c,.d,.

We have six possible models of compatibility
between 7, and t, . 3 of them when t, is on
the right of 7, as shown in Figure 23, and 3 when
t, isontheleft of 7, as shown in Figure 24. The
intersection of the segments [a,,b ] and [c,,d,] is
the point P with coordinate x and y .

(z, —a,)xy,

S if bAc <b
1
T, —a) X1
@, —a)xy, ;1) Yy if b Ac, <b
1
b BTG i g <b)AG <6 <0)
(I)(B’A): 1 2 2 “ 1 2 2 1 2
b — _
1Tal+cszl+¥ if (b <b)A(b <c, <c)
b, —a, dy—c, ..
T+C2_b2+ T if b <b <c, <c
b, — d —c
ITaUrcﬁbﬁ—T(1 if b <b<¢<c

(15)
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Figure 22. The function of a modified color along with the standard
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Figure 23. New subset on the right of the initial
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The coordinate of p are: According to the above equations, the new

inserted color will affect more then or one fuzzy

db, —ac, function, and less then or 3 fuzzy functions. Thus

T = b —a,+d —c the new profile of the image will be recalculated

and the adjacent values of the color in question

will vary too. For example in Figure 22, the new

_ i blue is between the old blue and old green, the

b —a, +d —¢ membership of the image to the new color blue
will be:
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Figure 24. New subset on the left of the initial
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FB,”,H (I) = (P(Bneu'7 Bc) X FB’ (I) + q)(Bneu" Gs) X FG’ (I) Quallfler Comparablllty
(16)

B is the standard function of blue, G is the
standard function of Green, B  is the new
function of blue. The general function is given as
follows:

(17)

Assuming that the qualifiers which depend on
the dimensions L and S remain the same, and then
we still have the same values for the 9 qualifiers
and only the functions on the dimension H are
modified, so we can always write:

Vii.g)eTxQ = S a, 1)xF, (1)

v(t; )el'(f,m“ )

The same reasoning done above with the dimen-
sion hue is intended to be done with the other two
dimensions, the saturation and lightness. Each
hue is being described by the qualifiers so for
each hue ¢, we calculate F,

Assuming that the qualifiers depending on the
dimension saturation will be modified then we
have to calculate the new hue qualified according
to saturation in function of the old hue qualified
according to saturation, so the equation is:

.- X

»q
new "1
V(q;)€l (g;,;)

®(q, ,q)xF,_, (I) (19)

v 10

with ¢, the modified qualifier on the

dimension S

Taking into consideration the above equation,
we will calculate the new hue and the new satu-
ration together in function of the new lightness
we can write:
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(g, )€l (), ) “inew
(20)

with ¢, the modified qualifier on the

dimension L
I', compatibility for lightness (L)
I’ compatibility for saturation (S)

We can demonstrate that the order of calcu-
lation of the new saturation and the calculation
of the new lightness has no effect (El Zakhem,
2007). The same results are reached by any order
of calculation.

STATISTICAL RESULTS

For this kind of research, a comparison with the
other similar works is usually welcome. But this
is a hard task for several reasons. First, most of the
research includes an image query which we don’t,
as we focus on a simple color query. Secondly,
the image databases are usually not the same.
Indeed, some authors use texture databases (Bi-
nagui, 1994; Frigui, 2001) while some others use

Table 1. Performance of a software

Profiling User Color Perception for Image Retrieving

Comstock database (Vertan, 2000), or Common
Color Dataset (Han, 2002), et cetera. However,
authors like Omhover et al (cf. Omhover(2004))
propose their software online (http:/strict.lip6.fr})
which is very convenient for a comparison. But
they use an image query and they compare not
only colors but also shapes in the image, which
can’t be compared to our method. That is why we
only propose a performance study of our software.

As Salton and McGill proposed in Salton(1983)
the performance of a software can be evaluated
in two steps:

1.  Responsetime: itrepresents the time elapsed
between the user query and the software
response. For all the works using an im-
age query, this information is important.
However in our work the image processing
is done before the image retrieval.

2. Recall and precision: Images are considered
either relevant or not relevant, and retrieved
ornotretrieved according to arequest (Table

1.

Recall measures the ability of the software to
retrieve all relevant images:

Relevant Not Relevant
Retrieved RR R-NR

correctly retrieved falsely retrieved
Not Retrieved NR-R NR-NR

missed correctly rejected

Table 2. The validation results

Relevant Not Relevant
Retrieved 897 103

correctly retrieved falsely retrieved
Not Retrieved 164 /

missed correctly rejected
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RR

RR + NRR
21)

Recall — relevant retrieved

all relevant

And precision measures the ability to retrieve
only relevant images:

relevant retrieved RR

" RR + RNR
(22)

Precision = -
all retrieved

First of all, the choice of image database is
important to validate the software. We have used
acolored image database containing a description
of the images by keywords, like “the color”: the
ImageBank (http://creative.gettyimages.com/im-
agebank/). The tworates presented were calculated
(according to ImageBank).

On a total of 1000 images we have obtained
the following results:

. 85% for the first rate (recall)

Figure 25. Green images according to ImageBank

. 89 \% for the second (precision) (cf. table
1 and table 2)

The reason why 103 images are not well-
classified and 164 images are not selected is due
to the subjectivity of the classification of Image-
Bank (IB) experts.

Indeed, IB experts usually associate at most
two color-keywords. Moreover, the naming of the
colors is very subjective:

For example, an expert may call a dark pink
what another expert may call a magenta. This
perception also depends a lot on the neighbor-
ing colors in the image: e.g. a yellow on a black
background may not be perceived the same way
than a yellow on a white background.

For example, for the color green all the images
relevant according to ImageBank are presented
in Figure 25. The Figure 26 presents the green
images selected by our software. The image (20)
were not retrieved by our software (missed) and
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Figure 26. Green images retrieved by our software
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the images (21) and (22) were falsely retrieved
(according to the IB classification).

CONCLUSION

In this work we have developed an approach
that permits to classify images according to their
dominant color(s) and giving satisfactory results.
For the image extraction from the database, it is
not necessary to browse all the 96 classes defined
insection 2. We can make a first selection through
the fundamental colors and then look at the cor-
responding son classes to refine the query.

26

We also developed an algorithm that would
compute the new membership degrees if we move
from the initial set of colors and qualifiers to
another set which fits better the user’s perception
of colors. The computation of the new member-
ship degrees is based on the profile constructed
in the initial phase and not on the original images.

Building a user profile based on the user’s
perception is the main target of this chapter. Since
the perception of colors is very subjective, we try
to give each user an adequate profile by following
a simple method and using a user-friendly tiny
software. Users are divided into groups; there are
the experts who want to get a profile suiting 100
percent their perceptions and going into exhaus-



Profiling User Color Perception for Image Retrieving

tive details, some other users who would prefer
not going so deep into details. This dynamic ap-
proach for user profile construction will increase
the user’s satisfaction and will not only affect the
image retrieving domain but all themes that rely
on subjectivity and perceptions. Our ongoing work
will introduce a feedback process to improve the
user profile construction.
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ABSTRACT

Feature integration is one of important research contents in content-based image retrieval. Single fea-

ture extraction and description is foundation of the feature integration. Features from a single feature
extraction approach are a single feature or composite features, whether integration features are more
discriminative than them or not. An approach of integrating shape and texture features was presented

and used to study these problems. Gabor wavelet transform with minimum information redundancy was

used to extract texture features, which would be used for feature analyses. Fourier descriptor approach

with brightness was used to extract shape features. Then both features were integrated in parallel by

weights. Comparisons were carried out among the integration features, the texture features, and the

shape features, so that discrimination of the integration features can be testified.

INTRODUCTION

Ever since the 1970s, the further development has
been made in content-based image retrieval. The
basic idea of content-based image retrieval is to
extract and describe the discriminative features
from an image, and use these features to index
the image. Then similarity measure is used for

DOI: 10.4018/978-1-61350-126-9.ch002

indexes to locate the same or similar images in an
image database. Feature extraction and description
is one of important components in content-based
image retrieval, and is used to extract a set of
discriminative features from an image to describe
the content in the image. How these features are
described and organized effectively is emphasized
to describe the content in the image better. Fur-
thermore, it will affect similarity measure directly.
Currently, low level visual features are usual, and

Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
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canbe divided into texture features, shape features,
color features, etc. According to low level visual
features, the feature extraction and description
approaches can be divided into texture feature
extraction and description approaches (Haralick
et al, 1973; Won et al, 2002; Wu et al, 2000;
Jhanwar et al, 2004; Shi et al,2005), shape feature
extraction and description approaches (Zhang &
Lu, 2002; Mokhtarian & Bober, 2003; Teague,
1980; Xin et al, 2007), color feature extraction
and description approaches (Swain et al, 1991),
etc. As being carried out for single feature, these
approaches are called single feature extraction
and description approach.

Texture and shape features are the commonly
used low level visual features. Texture can describe
the details of object surface, and shape can describe
the contour of object effectively. That texture and
shape are used together can describe the features
of the image more effectively. Usually, texture
feature extraction and description approaches
can be divided into structure approaches, statistic
approaches, model approaches, and transform
approaches (Materka & Strzelecki, 1998). Gabor
wavelet transform is one of commonly used trans-
form approaches. The discovery of orientation-
selective cells in the primary visual cortex of
monkeys almost 40 years ago and the fact that
most of the neurons in this part of the brain are
of this type triggered a wave of research activity
aimed at a more precise, quantitative description
of the functional behavior of such cells (Hubel
& Wiesel, 1974). Gabor wavelet transform is a
computational model which simulates the prin-
ciple of operation of these cells. Its basic idea is to
use Gabor function as mother wavelet to compute
a set of wavelets where each wavelet captures
energy of specific frequency and direction in a
window. Then energy is used for texture features
to index an image. Texture features which are
invariant to direction and scale can be extracted
and described by the invariance of Gabor func-
tion to rotation and of wavelet transform to scale.
The wavelet function set from the transformation

of mother wavelet forms a set of non-orthogonal
basis in Gabor wavelet transform approach, which
means that redundancy information are involved
in computation of texture features in the feature
extraction and description (Arivazhagan et al,
2006). To reduce the redundancy information, a
set of orthogonal wavelet function basis is intro-
duced into Gabor wavelet transform approach
(Manjunath et al, 2000; Ro et al, 2001). The
Gabor wavelet transform approach is of minimum
information redundancy, and used for the texture
feature extraction and description in the chapter.

Shape feature extraction and description ap-
proaches canusually be divided into contour-based
andregion-based approaches (Zhang & Lu, 2004).
Fourier descriptor approach is one of important
contour-based approaches. Its basic idea is to use
the boundary pixels of object to compute shape
signature. Fourier transformis used for these shape
signatures to compute Fourier coefficients. Then
the Fourier coefficients which are invariant to
translation, scale, rotation, and change of initial
point are used for shape features. The merits of
Fourier descriptor approach (Zhang & Lu, 2003;
Kauppinen et al, 1995) are as followed. First, the
effect of noise and change of boundary on shape
feature extraction and description is reduced ef-
fectively by analyzing shape in frequency domain.
Second, Fourier descriptor approach has low
computation. Third, the features from Fourier
descriptor approach is a compact description, and
easy to be normalized. Besides, simple similarity
measure can be used for feature matching. Fourth,
the system which uses Fourier descriptor approach
has better retrieval performance compared to the
systems using many shape feature extraction
approaches. In recent years, some modified ver-
sions are presented to improve the performance
of Fourier descriptor approach further. Zhang et
al transform an image from Cartesian coordinate
system to Polar coordinate system. Then Fourier
transform is used for the transformed image to
improve the performance of Fourier descriptor
approach (Zhang & Lu, 2002). Kunttu et al use
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Fourier transform for the images of different
scales to compute image signatures (Kunttu et a/,
2006). When computing the Fourier coefficients,
these approaches usually use the coordinates of
boundary pixels of object only. In the previous
work, it is found that the performance of Fourier
descriptor approach can be improved further if
the brightness of boundary pixels of object is also
introduced into the computation of Fourier coef-
ficients (Zhang et al,2008). The Fourier descriptor
approach is used for the shape feature extraction
and description in the chapter.

An object usually contains several features in
an image, so the feature integration has received
more and more attention in recent years. Its basic
idea is to compute more discriminative features
by integrating several features. Feature integra-
tion approaches can be categorized into serial
integration and parallel integration approaches
according to whether the features are used in
order. Kumar ef a/ uses discrete cosine transform
to extract the texture features of hand, and uses
the shape properties, i.e., perimeter, eccentricity,
palm width, and etc, to describe the shape features
of hand. Then the texture and shape features are
used for personal recognition (Kumar & Zhang,
2006). Using the integration features for image
retrieval, the approach doesn’t use the shape and
texture features in order. So the feature integration
approach is called parallel integration approach.
Zhang et al use Fourier descriptor approach for
texture primitives of an image to extract the shape
features. The features are used to group the texture
primitives. Gabor wavelet transforms are used
for each group of texture primitives to extract
the texture features. Then these texture features
are used for image retrieval (Zhang et al, 2008).
Using the integration features for image retrieval,
the approach uses the shape and texture features
in order. So the feature integration approach is
called serial integration approach.

Single feature extraction and description
approach is usually carried out for the whole
image, and an image usually contains diverse
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information. So the features from single feature
extraction and description approaches are asingle
feature, or composite features, and whether the
integration features are more discriminative than
the features or not. An approach of using texture
and shape for image retrieval was proposed for
these problems. Features from Gabor wavelet
transform approach with minimum information
redundancy are used for features analyses. Then
they are integrates with the features from Fourier
descriptor approach with brightness to compute
integration features. Discrimination of the inte-
gration features are testified by comparing with
the features from Gabor wavelet transform with
minimum information redundancy and Fourier
descriptor approach with brightness.

GABOR WAVELET TRANSFORM
WITH MINIMUM INFORMATION
REDUNDANCY

Gabor Wavelet Transform Approach

Gabor wavelet transform can be regarded as the
wavelet transform whose mother wavelet is Ga-
bor function (Arivazhagan et al, 2006). A Gabor
wavelet is also a complex planar wave restricted
by 2-D Gaussian envelope. Aside from scale and
orientation, the only thing that can make two Gabor
wavelets differ is the ratio between wavelength
and the width of the Gaussian envelope. Every
Gabor wavelet has a certain wavelength and ori-
entation, and is then convolved with an image to
estimate the magnitude of local frequencies of
that approximate wavelength and orientation in
the image. The Gabor wavelets can be considered
as a class of self-similar functions. Let y (x, y) be
the mother Gabor wavelet, then this self-similar
filter set is obtained by appropriate dilations and
rotations of the mother wavelet.

Suppose that f(x, y) denotes an image of size
M x N.Then its discrete Gabor wavelet transform
can be denoted as
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Figure 1. 5%6 Gabor filters in polar coordinate system

qu(x, y) = ZZf(:n — 8,y — t)w;(s,t)

(1)

Here s, t are the filter mask size variables, and
p,qarethescale and direction values respectively.
Also w*pq isthe complex conjugate of 78 whichis
aself-similar function generated from the dilation
and rotation of the mother wavelet .

y*,, L y)=a’y(x',y) ()

Here a is the factor of scale and greater than
1.Alsop=0,1...P-1and g =0, 1...0-1 respec-
tively. P and Q are the total number of scales and
directions. x' = a” (x cos 8 + y sin §) and y' = a”
(-x sin 8 + y cos ) where 8 =g n/ Q.

1 1 2 2
Jexp(—= (55 + L)) exp(2mj W)
2 o o

Y(z,y) = (%7 - 5
(3)

Ty T y

Here W defines the frequency bandwidth of
Gabor filter. It has been found in neurophysiology
that W= 0.5 is completely consistent with visual
system of human (Zhang et al, 2008). o_and o,

are constants of Gaussian envelope along x and
y axles in time domain respectively.

As the wavelet functions from the transfor-
mation of Gabor function forms a set of non-
orthogonal basis, redundancy information are
involved in the computation of texture features.

Gabor Wavelet Transform with
Minimum Information Redundancy

Suppose that f(x, y) denotes an image of size M
x N. Gabor wavelet transform with orthogonal
wavelet function basis (Ro et al, 2001) is used
the image to extract and describe texture features.

Theimage f(x, y)is transformed from the spatial
domain to the frequency domain. The normalized
frequency domain is partitioned along the redial
direction and angular direction according to the
psychophysical research results. The 6 divisions
are carried out at intervals of /6 along the angular
direction and the 5 octave divisions are carried
out along the redial direction. The sub-bands in
the frequency domain are called feature channels.
Gabor wavelet transform is used for each feature
channel to extract and describe the texture features.
The 5 x 6 Gabor filters in polar coordinate system
is shown in Figure 1.
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Supposethat G, (w,0) denotes Gabor function
at s-th redial index and r-th angular index, then
G, (w,0) can be denoted as

G, (w0)= exp[_(w ) |- exp|

ST 20_’2.
“

Here, the parameterw , 6,6, ,and J, canrefer
to(Roeral,2001). Energy can describe the texture
information in an image effectively, so energy
is used as the texture features. Suppose that e,
denotes the energy information from the feature
channel i = 6xs + r+ 1, then e, can be denoted as

1 360°

o, =og[Y Y (G, (w.0) || ()]
©

Here, the parameter || is Jacobian term be-
tween Cartesian and Polar frequency coordinates.
F(w, 0) is Fourier transform of the image f (x,
»). As the frequency domain is divided into 30
feature channels, the dimension of the texture
feature vector is 30. Suppose that TD denotes the
texture feature vector, then TD can be denoted as
TD = {e,e,, ..., e} (6)

<o €3,

FOURIER DESCRIPTOR
APPROACH WITH BRIGHTNESS

Fourier Descriptor Approach

The main steps of Fourier descriptor approach
(Zhang et al, 2003) are as follows. First, the
boundary pixels are computed. Second, shape
signature function are used. Finally, the Fourier
coefficients are computed.

Suppose that f'(x, y) denotes a gray image of
size M x N. After having been transformed into
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the binary image, Canny edge detector is used
for the image to extract the edge pixels. Then
boundary tracing algorithm is used to compute
the boundary pixel set. Suppose that P denotes the
boundary pixel set and PN denotes the number
of pixels in the set, then the P can be denoted as

P={(x®,»(0) |t €[1, PN} (7

Centroid distance approach is used for the set
P to compute shape signatures. Suppose that (x,,
»,) denotes the centroid of object in the image,
then x, and y, can been denoted as respectively

1 PN

1 PN
T, =—— > T.,3, = — ; 8
" PNZ Yo PN;y‘ ®

Then the distance from each pixel in the set
P to the centroid is computed. Suppose that 7 (¢)
denotes the distance from the #-th pixel in the
set P to the centroid, then r (¢) can be denoted as

r(O=([x(O—x 40y, )= 1, ... PN (9)

Discrete Fourier transform is used for » (¢).
Suppose thata, denotes the transform coefficients,
then a_ can be denoted as

1 PN

a = —— r(t)ex
T BN () exp(
PN-1 (10)

—2jmnt

),n=0,1, ...,

The first Fourier transform coefficient a, is
used to normalize all the Fourier transform coef-
ficients. Then the phase informationis ignored and
magnitudes are kept in the coefficients. Suppose
that b denotes the normalized Fourier transform
coefficients whose phase information has been
ignored, then b, can be denoted as

b=lala,l (11)
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Here b (n =1, ..., PN-1) are invariant to
translation, scale, rotation, and change of initial
point. Then b are used for the Fourier descrip-
tors. As the centroid distance is a function of real
value, only half Fourier descriptors are different.
Suppose that SD denotes the shape feature vector,
then SD can be denote as

SD={b |ie[l,PN2-1]} (12)

For the purpose of computation simplification,
only k Fourier descriptors are used to form shape
feature vector. The parameter k can be determined
by experiments.

Fourier Descriptor with Brightness

Toimprove the discrimination of the shape features
computed from the Fourier descriptor approach
further, Fourier descriptor approach with bright-
ness is proposed. After the boundary pixels are
computed, the centroid distance approach is used
to compute the shape signatures. Then Fourier
transforms are used for the shape signatures with
brightness of the boundary pixels as weights, so
that the shape features can be computed.

Suppose that f (x, y) denotes a gray image
of size M x N. After f (x, y) is transformed into
a binary image, the Canny edge detector and
boundary tracing are used for the binary image
to compute the coordinates of boundary pixels of
shape. Suppose that BN denotes the number of
boundary pixels, BP denotes the boundary pixel
set, then BP can be denoted as

BP = {(x @),y (), val ()|t €[1,BN]}  (13)

Then the centroid distance signature function
is used for BP to compute the shape signatures.
Suppose that (x , y ) denote the centroid of pixels
inBP, thenx_andy_canbe denoted as respectively

1 BN 1 BN
g, ==Y z(t)and y, = = y(t) (14)
N t=1 N t=1

Suppose that 7(¢) denotes the distance of z-th
boundary pixel to the centroid (x, y), then r(?)
can denoted as

r(t) = ([x(?) - x J+[(0) - y )2t =1,...,.BN
(15)

The discrete Fourier transform is used for
r(f) to compute the Fourier coefficients with the
brightness of boundary pixels in the formula (13)
as weights. Suppose that a  denote the Fourier
coefficient, then a_can be denoted as

1 & —2jmnt
a =—) wval(t)*r(t)*ex n=
. BN; (t) * r(t) * exp( BN )
0, ..., BN-1 (16)

Here, ¢ (f) = val (t) * r (¢) is called centroid
distance signature function with brightness. Then
the first Fourier coefficient @ is used to normalize
all Fourier coefficients. The phase information is
ignored, but the magnitudes of the coefficients
are kept. This makes these coefficients invariant
to translation, rotation, scale, and change of start
point. Suppose b (n = 1, ..., PN-1) denote the
Fourier coefficients which are invariant to trans-
lation, rotation, scale, and change of start point,
then b can be denoted as

b =la,la,l (17)

Here,b (n=1, ..., PN-1) are used as the shape
feature. Then the first &£ shape features which can
rebuild the centroid distance signature function
with brightness approximately are used to form the
shape feature vector and k is from the experimental
results. Suppose that SD denotes the shape feature
vector of image f(x, y), then SD can be denoted as

SD = {b | i€ [1, k]} (18)
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IMAGE RETRIEVAL USING
TEXTURE AND SHAPE FEATURES

Feature extraction and description, similarity mea-
sure, and performance evaluation of system are
three elementary components in image retrieval.
Three elementary components, which will be used
in the chapter, will be demonstrated as followed.

Extraction and Description
of Integration Features

Suppose that TD denotes the texture feature vec-
tor computed from Gabor wavelet transform with
minimum redundancy, and SD denotes the shape
feature vector computed from Fourier descriptor
approach with brightness. Then the texture and
shape features are integrated in parallel by weights.
Suppose that FD denotes the integration feature
vector of image f (x, y), the parameters w, and
w, denote the contributions of shape and texture
features on the integration features respectively,
then FD can be denoted as

FD = {TD(w,) SD(w,)} (19)

Here the parameters w, and w, can be com-
puted by domain knowledge, priori knowledge,
or statistic approaches. Here re-weighting ap-
proach (Wu et al, 2005) is used to compute w,
and w,. First, the parameters w and w, are set as
0.5 respectively. After one retrieval, the positive
and negative samples are used to modify w, and
w,. After two sequential modification, if the dif-
ference of two-time w, and w, are less than pre-
set threshold, then re-weighting ends to reduce
convergence time.

Similarity Measure
Here weighted Euclidean distance is used for
similarity measure. Suppose that FD(q), SD(g),

and TD(g) denote the integration feature vector,
shape feature vector, and texture feature vector
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of a sample image ¢ respectively, FD(i), SD(i),
and TD(i) denote the integration feature vector,
shape feature vector, and texture feature vector of
image 7 in the image database respectively, and w
= {w,,w,} denotes weight coefficient set, then the
weighted Euclidean distance can be denoted as

D(FD(g), F'D(1))

30

k ) N4
wlZ:: {SDq (q) - SDu (z)] + wZZ:: [TD(‘2 (q)— TD% (1)]]

(20)

Here SD_(¢) denotes c -th element of shape
feature vector of the sample image ¢g. TD (q)
denotes c,-th element of texture feature vector of
the sample image g. SD_ (i) denotes ¢ -th element
of shape feature vector of the image 7 in the image
database. TD (i) denotes c,-th element of texture
feature vector of the image i in the image database.

Performance Evaluation Approach

To analyze the performance of system using the
texture and shape features, retrieval precision and
recall are introduced (Zhang et al,2007). Suppose
that N denotes the number of retrieved images ata
time, N' denotes the number of retrieved relevant
images atatime, N" denotes the number of relevant
images in an image database, then retrieval preci-
sion P and recall R can be denoted as respectively

P=N/NandR=N'/N" Q1)

EXPERIMENTS AND ANALYSES

Works are carried out from three aspects. First,
Features from a single feature extraction ap-
proach are analyzed. Second, the parameter £ is
computed in the formula (18). Third, comparisons
are carried out among the integration features, the
texture features from Gabor wavelet transform
with minimum information redundancy (Ro et
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al, 2001), and the shape features from Fourier
descriptor approach (Zhang & Lu, 2003).

Experimental image database contains 3000
MRI images in which cervical vertebra images,
cervical disc images and Lumbar Disc images are
1000respectively. Moreover, these images are gray
images of size 481 x 481. Test codes are compiled
by Matlab, and the machine configuration for test
is Intel(R) Celeron(R) mainboard, 1.60GHZ CPU
main frequency, and 256MB memory.

FEATURES FROM A SINGLE
FEATURE EXTRACTION APPROACH

It is proposed that the features from a single fea-
ture extraction and description approach can be
composite features in the early psychophysical
research results (Petkov & Kruizinga, 1997). Here
the features from Gabor wavelet transform with
minimum information redundancy are used for
feature analyses. The 5 images only with domi-
nant shape features are selected from the image
database. Gabor wavelet transform approach with
minimum information redundancy is used for each
image to extract and describe the texture features.
The 5 images and their texture feature values are
shown in Figure 2.

It can be found from Figure 2 that the values
of texture features aren’t zero although these im-
ages only contain shape information. This means
that the features from Gabor wavelet transform
with minimum information redundancy aren’t a
single feature, but composite features.

Computation of k

The 60 images are selected from the image
database. Let k= {x | x € [5, 60] and x mod 5
= 0}, the original and rebuilt centroid distance
signature function with brightness is computed for
each image. Experimental results show that the
rebuilt centroid distance signature function with

brightness is similar to the original when £>10.
So k=10 is used in the subsequent experiments.

Discrimination of
Integration Features

Two test image sets are formed from the image
database. Each test set contains 30 images, in
which there are 10 cervical vertebra images, 10
cervical disc images, and 10 lumbar disc images.
In the first test set, 6 images are basic images.
Then each basic image is deformed by 3 kinds of
transformation, including 2 rotations, 1 scaling,
and 1 translation (See Figure 3 (a)). In the second
test set, 30 images are selected as basic images
(See Figure 3 (b)).

Extraction and description of integration fea-
tures are carried out for each image of each test
image set. Weighted Fuclidean distance is used
to measure similarity between images. Then re-
trieval precision and recall are used to measure
the performance of system using the integration
features. For the purpose of comparisons, Gabor
wavelet transform with minimum information
redundancy is used to extract and describe texture
features for each image, and Fourier descriptor
approach is used to extract and describe shape
features for each image. Euclidean distance is
used to measure similarity between images. Re-
trieval precision and recall are used to measure
the performance of systems using the texture and
shape features respectively.

The 9 images are selected as sample images
for the first test image set. The 3 test results are
shown in Figure 4. The first image on the left is
selected as a sample image for query. The images
on the right are the pre-8 retrieved images when
the systems using the features from Gabor wavelet
transform with minimum information redundancy,
those from Fourier descriptor approach, and the
integration features are used respectively.

The curves of retrieval precision and recall of
the systems which use the features from Gabor
wavelet transform with minimum information
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Figure 2. 5 images and their feature values
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Figure 3. Two test image sets

(a) First test image set

redundancy, those from Fourier descriptor ap-
proach, and the integration features respectively
are shown in Figure 5. The horizontal axes of the
curves denote images, in which the first three
images are the cervical disc images, the middle
three are lumbar disc images, and the last three
are cervical vertebra images. The ordinate axes
of the curves denote the retrieval precision and
recall, respectively. Here “4p”, “m” and “A” are
used to denotes the retrieval precision and recall
of the systems which use the features from Gabor
wavelet transform with minimum information
redundancy, those from Fourier descriptor ap-
proach, and the integration features, respectively.

It can be found from Figure 4 and Figure 5
that the system using the integration features has

& s}

it

(b) Second test image set

better retrieval performance as a whole. How-
ever, the retrieval performance of systems using
the features from Gabor wavelet transform with
minimum information redundancy and Fourier
descriptor approach respectively are better than
that of system using the integration features
sometimes. It is found by analyses that the used
weights w, and w, are not optimal in order to
reduce convergence time.

The 9 images are selected as sample images
for the second test image set. The 3 test results
are shown in Figure 6. The first image on the
left is selected as a sample image for query. The
images on the right are the pre-8 retrieved im-
ages when the systems using the features from
Gabor wavelet transform approach withminimum
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Figure 4. Three test results for first test image set

1 § 2 4 9 3 T 10
1 5 2 q 9 3 T 10

(a) Retrieval results for cervical disc image

(c) Retrieval results for cervical vertebra image
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Figure 5. Retrieval precision and recall curves for first test set
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information redundancy, those from Fourier
descriptorapproach, and the integration features are
used respectively.

The curves of retrieval precision and recall of
the systems which use the features from Gabor
wavelet transform approach with minimum in-
formation redundancy, those from Fourier descrip-
tor approach, and the integration features respec-
tively are shown in Figure 7. The horizontal axes
of the curves denote images, in which the first
three images are the cervical disc images,
the middle three are lumbar disc images, and the
last three are cervical vertebra images. The ordi-
nate axes of the curves denote the retrieval preci-
sion and recall, respectively. Here “4p”, “m” and
“A” are used to denotes the retrieval precision
and recall of the systems which use the features
from Gabor wavelet transform approach with
minimum information redundancy, those from
Fourier descriptor approach, and the integration
features, respectively.

It can be found from Figure 6 and Figure 7
that the system using the integration features has
better retrieval performance as a whole.
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CONCLUSION

An approach of using texture and shape for im-
age retrieval is presented. The approach uses the
Gabor wavelet transform with minimum informa-
tion redundancy to extract texture features, which
are used for feature analyses. Fourier descriptor
approach with brightness is used to extract shape
features. Then the texture and shape features are
integrated in parallel by weights. The following
conclusions are drawn by experiments. First, the
features from a single feature extraction and de-
scription approach are composite features. Second,
the integration features are more discriminative
as a whole.

FUTURE RESEARCH DIRECTIONS

In the latter work, the following works will be
carried out. First, texture information and shape
information will be separated from an image.
Second, single feature will be extracted from the
separated information. Third, serial integration
will be attempted.
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Figure 6. Three test results for second test image set
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(a) Retrleval results fur cervical disc image
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(c) Retrieval results for cervical vertebra image
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Figure 7. Retrieval precision and recall curves for second test image set
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ABSTRACT

We present in this chapter a classification of image descriptors, from the low level to the high level,
introducing the notion of intermediate level. This level denotes a representation level lying between
low-level features — such as color histograms, texture or shape descriptors, and high-level features —
semantic concepts. In a chain of process point of view, mid-level descriptors represent an intermediate
step or stage between low and high level, dedicated to specific tasks such as annotation, object detec-
tion/recognition, or similarity matching. After introducing a definition for the three different levels, we
review a number of approaches making use of such intermediate levels. We namely focus on different
approaches making an analogy with text processing, by adapting and applying standard text processing

techniques to image indexing.

INTRODUCTION

In typical Content-Based Information Retrieval
(CBIR) systems, it is always important to select
an appropriate representation for documents
(Baeza-Yates & Ribeiro-Neto 1999). Indeed, the
quality of retrieval results depends on the quality
the internal representation of the content. Classical
models of information retrieval usually consider
that a document is described by a set of descrip-
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tors. In text retrieval for instance, the descriptors
take the form of representative index terms, that
are keywords extracted from the collection.
When considering visual documents, the
problem of the semantic gap arises. The notion
of semantic gap has been defined a decade ago by
Smeulders et al. (2000) as the lack of coincidence
between the information that one can extract from
the visual data and the interpretation that the same
datahave forauserin a given situation. Inthe case
ofimages, because of the distance between the raw
signal (i.e. the pixel matrix) and its interpretation,
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it is difficult to automatically extract an accurate
semantic content representation of their content.
Traditional automatic annotation techniques
extract information from low-level descriptors
(or low level features) to infer information about
corresponding high-level descriptors. Note that
although the two notations (descriptor and feature)
are similar and can be assimilated, we preferably
use the more general notation descriptor instead
of feature in this chapter because of its dedication
to indexing.

Because the step from the low level to the high
level is notstraightforward, many techniques make
use of several chains of processes, in order to
extract and refine the information incrementally.
We call mid-level descriptors the result of such
intermediate processes that help narrowing the
semantic gap. The main target of techniques using
such mid-level descriptors could be, for instance,
to improve the results quality of a patch classifier
(e.g.based on Support Vector Machines) by defin-
ing and using mid-level descriptors as an input, as
compared using with only low-level descriptors.

The objective of this chapter is to introduce
the emerging concept of mid-level descriptors,
by identifying existing approaches making use of
such descriptors, which illustrates and supports
the proposed classification of descriptors. We
review some of the widely used approaches in
visual document indexing using such descriptors.

Theremainder of the chapteris organized as fol-
lows. We introduce in the following section some
definitions of the different levels of description of
images. Then we review a number of approaches
in image indexing, from the proposed mid-level
description perspective. We namely explore an
analogy between text and image, which is widely
used in image indexing. We also introduce other
mid-level descriptors like image epitomes and
spatial data mining. We conclude this chapter
by giving the main trends for the future of this
research domain.

BACKGROUND

The notion of intermediate level (or mid-level)
descriptoris notnew. For instance, Luo & Savakis
(2001) proposed the use of a Bayesian network
for integrating knowledge from low-level to mid-
level features for indoor/outdoor classification of
images. The network integrates low-level features
(color and texture) and so-called mid-level fea-
tures (external knowledge about sky and grass)
using a single classification engine. Mylonas et
al. (2007) have also used some mid-level descrip-
tors. Their work aims at improving both image
segmentation and labeling of materials and simple
objects at the same time, with obvious benefits
for problems in the area of image understanding.
The novelty of the proposed idea lies on blending
well-established segmentation techniques with
mid-level features. ARG (Attributed Relational
Graphs) were used as mid-level descriptors in
their approach, so that images can be described as
structured sets of individual objects, thus allowing
a straightforward mapping to a graph structure.
We provide below process-oriented definitions
of low-, high-, and mid-level descriptors. Figure
1 shows a schematic description of the situation
each level of description.

Definition 1: Low-Level Descriptor

A low-level descriptor is a continuous or dis-
crete numeric or symbolic measurement that is
computed directly from the signal (e.g. image
pixels), locally in a (part of a) document. Low-
level descriptors (LLD) include usual color
histograms, texture and shape descriptors. They
qualify measurements operated directly from the
signal, in a straightforward manner, involving
neither external knowledge/learning process, nor
global statistical analysis of other documents.
For instance, the local binary pattern (LBP) op-
erator and the Scale-Invariant Feature Transform
(SIFT) feature (Lowe, 2004) are considered low-
level descriptors.
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Figure 1. Schematic description of the situation of mid-level descriptors
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A low-level descriptor is defined to capture a
certain visual property an image, either globally
for the entire image or locally for a given group
of pixels. The most commonly used features in-
clude those reflecting color, texture, shape, and
salient/interest points in an image. In a global
extraction, features are computed to capture the
overall characteristics of the image. For instance,
in a color layout approach, the image is divided
into a small number of sub-images and the aver-
age color components (e.g., red, green, and blue
intensities) are computed for every sub-image.
The overall image is thus represented by a vector
of color components where a particular dimen-
sion of the vector corresponds to a certain sub-
image location.

Definition 2: High-Level Descriptor
A high-level descriptor is a piece of human-

interpretable semantic information describing

48

a (part of a) document. High-level descriptors
(HLD) represent semantics of the document, such
as a set of keywords, or a text description. They
represent the ultimate goal of annotation, indexing,
high-level concept detection, or more generally
automatic generation of semantic descriptors.

Most ofthe automatic indexing methods intend
to make the system learn a correspondence model
between LLD and HLD. Once this correspondence
modelislearnt, the systemis able to generate some
HLD from a given set of LLD, that is to say, the
system is able to infer semantics from descriptors
directly extracted from the signal, such as a color
histogram. For instance, the result of an image
classifier that categorizes images between indoor
and outdoor is considered a high-level descriptor.
In the same way, the result of a face recognition
module that outputs the name of a given face is
also consider a high-level descriptor.

Between those widely agreed two levels of
representation, we introduce the classification of
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mid-level descriptors (MLD) that participate in
narrowing the semantic gap. They are interme-
diate descriptors built on top of LLDs, possibly
after a learning process, with the finality of both
facilitating the generation of HLD and enhancing
their quality.

Definition 3: Mid-Level Descriptor

A mid-level descriptor is a continuous or discrete
numeric or symbolic measurement obtained after
aglobal (i.e. collection-wise) analysis of low-level
descriptors, possibly by applying supervised or
unsupervised learning methods on a subset of
documents in the collection, and possibly involv-
ing the use of external knowledge.

Given this definition, while MLDs can serve
as an input for other MLDs or for HLDs, only
LLFs are connected to MLDs. Besides, an SVM
image patch classifier, for instance, can be seen
either as an MLD or a HLD, depending on the
type of the output (conveying semantics or not).

A sound choice of descriptors is crucial to
build a meaningful representation of visual docu-
ments from a database, dedicated to specific tasks
such as annotation, object detection/recognition,
or similarity matching. The proposed definition
of mid-level descriptors is closely related to the
notion of modality in a multimedia document. A
modality is defined as an application-dependent
abstraction of a signal that may serve as an
input of a process in an early stage (Martinet &
Satoh, 2007). A modality is characterized by its
properties, such as the embedding medium, the
structure, and the extraction process. Note that
this definition of modality is different from the
one adopted in the domain of Human-Computer
Interactions, that is to say a communication chan-
nel such as the olfactory, taste, auditory, tactile
and visual channels.

Figure 2 gives an example where the output of
aface detector module is connected to the input of
a face recognizer module. While the first module
is considered a MLD taking some LLD as inputs,

the second module is considered a HLD because
its output conveys semantics.

After having defined the different levels of
descriptors in this section, we review in the next
section a number of approaches in text and vi-
sual document indexing and search that make use
— explicitly or not — of mid-level descriptors.
Indeed, most of the image representation tech-
niques rely on intermediate descriptors to improve
the representation.

MID-LEVEL PERSPECTIVE
FOR TEXT PROCESSING
AND RETRIEVAL

Historically, mid-level descriptors have been first
defined for text representation. In this section, we
review some text representation techniques that
fall into our categorization of mid-level descrip-
tors, namely the dimension reduction techniques
for representation, the language models for text
retrieval and classification, and the phrase-based
representation scheme for text documents.

Dimension Reduction and
Latent Topic Models as
MLD for Representation

Dimension reduction techniques in document
description are statistical methods that allow
reducing the dimensionality by selecting most
representative dimensions in a space. They have
been widely used in document representation to
both reduce the processing complexity in a lower
dimension space, and to increase the quality of
the representation by ignoring dimensions that
are found either not relevant in a given data set,
or redundant because highly correlated to other
dimensions. Most of the dimension reduction
techniques produce an intermediate representa-
tion, which is a lower dimension space where
descriptors and documents are projected. Points
in this space are viewed as mid-level descriptors.
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Figure 2. Example of mid-level descriptors extracted from different modalities
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We describe below two popular dimension reduc-
tion techniques that are the Principal Component
Analysis and the Latent Semantic Analysis.

Principal component analysis (PCA) involves
amathematical procedure that transforms a num-
ber of possibly correlated variables into a smaller
number of uncorrelated variables called principal
components. The first principal component ac-
counts for as much of the variability in the data
as possible, and each succeeding component ac-
counts for as much of the remaining variability
as possible.

Latent Semantic Indexing (LSI) is an indexing
and retrieval method that is based on a singular
value decomposition that identifies patterns in
the relationships between the terms and concepts
contained in an unstructured collection of text.
LSI is based on the principle that words that are
used in the same contexts tend to have similar
meanings. A key feature of LSI is its ability to
extract the conceptual content of a body of text
by establishing associations between those terms
that occur in similar contexts.

LSI is the application of Latent Semantic
Analysis (LSA) to document indexing. LSA is
usually based on a term-document matrix that
describes the occurrences of terms in documents. It
is a sparse matrix whose rows correspond to terms
and whose columns correspond to documents.
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The terms are typically not stemmed because LSA
can intrinsically identify the relationship between
words and their stem forms. A typical example
of the weighting of the elements of the matrix
is tf~idf (term frequency—inverse document fre-
quency): the element of the matrix is proportional
to the number of times the terms appear in each
document, where rare terms are up-weighted to
reflect their relative importance. LSA transforms
the occurrence matrix into a relation between the
terms and some concepts, and a relation between
those concepts and the documents. Thus the terms
and documents are indirectly related through
the concepts. LSI can be used to compare the
documents in the concept space (data clustering,
document classification). Moreover, it can be used
to find similar documents across languages, after
analyzing a base set of translated documents (cross
language retrieval). In addition, it can play a role
in translating a query of terms into the concept
space, and find matching documents.
Experiments reported in text document
retrieval and categorization using such statisti-
cal preprocessing steps yields representations
enabling to obtain better results than using raw
text (Baeza-Yates & Ribeiro-Neto, 1999). The
intermediate representation schemes given by PCA
and LSI fall into our categorization of MLD, in
the sense that they are built from raw documents



Mid-Level Image Descriptors

and they enable a representation that is closer to
the semantic space.

Language Modeling as
MLD for Classification

Language models (Ponte & Croft, 1998) have
been successfully used in text retrieval. Graphical
models, such as Latent Dirichlet Allocation (LDA)
(Bleietal.,2003) and Correspondence LDA have
been applied to the image annotation problem
(Blei & Jordan, 2003). LDA is a generative proba-
bilistic model of a corpus, and more precisely a
three-level hierarchical Bayesian model. The basic
idea is that documents are represented as random
mixtures over latent topics, where each topic is
characterized by a distribution over words. Blei
& Jordan (2003) proposed a Correlation LDA,
which is an extension of LDA, to relate words
and images. This model assumes that a Dirichlet
distribution can be used to generate the mixture
of latent factors. This mixture of latent factors
is then used to generate words and regions. The
EM algorithm is used to estimate the parameters
of this model. The experiment results shown in
Blei & Jordan (2003) indicate that LDA yields a
lower perplexity in text document representation
and collaborative filtering than with a standard
bag-of-word approach (a lower perplexity score
indicates a better generalization performance),
and also the models yields a better accuracy in
document classification tasks. Here again, the
intermediate representation given by the Bayes-
ian modeling, which is built after an analysis of
the document set, is classified as an MLD in the
proposed classification of descriptors.

Text Phrases as MLD for Retrieval

Inspired by data mining techniques, some text
processing techniques analyze text collections
in order to detect words frequently occurring
together, and build so-called text phrases for
document indexing andretrieval. Atextphraseisa

group of words functioning as a single unit in the
syntax of a sentence. According to the definition
of the different levels of descriptors provided in
this chapter, a visual phrase is considered a mid-
level descriptor.

Association Rules in Text Processing

Association rules are popular in sales transactions
analysis (Agrawal et al. 1993), especially for
market basket analysis. Consider a supermarket
with a large collection of items. Typical business
decisions that the management of the supermarket
has to make include what to put on sale, how to
design coupons, how to place merchandize on
shelves in order to maximize the profit. Analysis
of past transaction data—using association rules —
is a commonly used approach in order to improve
the quality of such decisions. Questions such as
“if a customer purchases product A, how likely is
he to purchase product B?”” and “What products
will a customer buy if he buys products C and D?”
are answered by association finding algorithms.

Discovering Phrases by Mining
Association Rules Over Words

Given a set of documents D, the problem of min-
ing association rules is to discover all rules that
have support and confidence greater than some
pre-defined minimum support and minimum
confidence. Although a number of algorithms are
proposed improving various aspects of associa-
tion rule mining, A priori by Agrawal et al. (1994)
remains the most commonly used algorithm.
Haddad et al. (2000) have applied association
rules to text analysis. Their work aims at extract-
ing the terminology from a text corpus by using
patterns applied after a morphological analysis.
The terminology is structured with automatically
extracted dependencies relations. This extracted
terminology enables a more precise description
of the documents.
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Associationrules have beenused subsequently
for discovering relevant patterns in several types
of data, namely to extract phrases from text. The
use of phrases has been successfully applied to
document indexing, clustering and retrieval (Jing
et al.1994, Hammouda et al. 2004). An approach
called Phrase Finder is proposed to construct
collection-dependent association thesauri auto-
matically using large full text document collec-
tions. The association thesaurus can be accessed
through natural language queries in INQUERY,
an information retrieval system based on the
probabilistic inference network. The main idea is
to build this description with phrases after finding
some statistical associations between individual
words in the collection.

TEXT PROCESSING
TECHNIQUES ADAPTED TO
IMAGE REPRESENTATION

There are theoretical similarities between natural
languages and visual language. Natural languages
consist of words, and visual language consists
of visual words. In natural languages, there are
grammars, which restricts the words distribution
and order. In an image, when divided into patches,
there exist some constraints about how the patches
are combined together to form meaningful objects.
Indeed, a random combination of patches or pix-
els does not construct a meaningful image. This
section starts by developing an analogy between
text and image, and then demonstrates how im-
age annotation can benefit from text processing
techniques, in the form of building mid-level
descriptors.

Analogy Between Text and
Image Documents

Textretrieval systems generally employ anumber

of standard steps in the processes of indexing
and searching a text collection (Baeza-Yates &
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Ribeiro-Neto, 1999). The text documents are
first parsed into words. Second, the words are
represented by their stems: for example “walk”,
“walking” and “walks” would be represented by
the stem “walk”. Third, a stop list is used to filter
very common words out, such as “the” and “an”,
which occur in most documents and are therefore
not discriminating for a particular document. In
the popular Vector Space Model, for instance, a
vector represents each document, with components
given namely by the frequency of occurrence
of the words in the document. The search tack
is performed by comparing the query vector to
the document vectors, and by returning the most
similar documents, i.e. the documents with the
closest vectors, as measured by angles.

Visual Words in Images

The analogy with visual documents considers that
animage is composed of visual words with a given
topology. A visual word is a local segment in an
image, defined either by a region (image patch
or blob) or by a reference point together with
its neighborhood. Since multimedia documents
usually have a spatial-temporal structure, they
can be segmented space-wise and time-wise in
fundamental units (Cees et al. 2005), in order to
represent a piece of information within a window.
Forinstance, avideo stream can be segmented tem-
porally, by selecting portions of the video stream
between consecutive key-frames. The key-frames
can be further segmented spatially by selecting
regions, visterms (Jeon et al. 2004, Quelhas et
al. 2005, Quelhas et al. 2007), SIFT-bags (Zhou
et al. 2008) or blobs (Carson et al. 1999) ideally
corresponding to real world objects. An audio
stream can be partitioned into small segments
of a given duration, from which features such as
energy, tone, pitch, or fundamental frequency can
be extracted. The text stream arising from OCR/
ASR process can also be segmented into charac-
ters, words, or syntagms (sequence of words in a
particular syntactic relationship to one another).
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Figure 3. Analogy between image and text docu-
ment in semantic granularity (from Zheng et al.
2006)

granularity

Semantic

The space-time segmentation process of a
multimedia stream results in elementary percep-
tual representations from each modality such as
key-frame regions, audio samples, or character
strings. These individual objects are named per-
ceptual objects, as opposed to conceptual objects
(Martinet & Satoh 2007), which cannot be derived
directly from the data since an interpretation is
necessary. For images, perceptual objects are as-
similated to visual words.

Images are particular arrangements of differ-
ent pixels in a 2D space, while text documents
are particular arrangements of different letters in
1D space. Figure 3 shows the possible semantic
granularities of an image and a text document, and
analogies between their constituent elements. For
Zheng et al. (2006), pixels are equated to letters,
patches to words, patch pairs to phrases, objects
to sentences.

While a letter is the smallest unit in a text
document, a pixel (considered a visual letter) is
the smallest unit of the visual document. A vi-
sual word in an image is viewed as set of visual
letters: it can be a square patch, or a blob ex-
tracted by a segmentation algorithm. Considering
the variance of pixels within a local patch, the
number of different patches is huge even if the
patch size is small. Therefore, local patches are
to be properly quantized into a limited number of
visual words, typically via clustering, in order to

form a visual vocabulary. This step can be as-
similated to the stemming part of text processing.

Spatial Relations in 2D Data

One fundamental difference between text and
image is that while a text is 1D linear sequence
of letters, an image is a 2D matrix of pixel. The
word’s order and distance in the text can be taken
into account to refine the representation. In the
same way, taking into account the distance be-
tween visual words and their topology can greatly
enhance the quality of the representation.

However, most approaches only utilize the
occurrence of image features in classification,
while ignoring the spatial relation between them,
which might provide additional information to
help image classification. Carneiro & Jepson
(2004) have used semi-local spatial constraints to
which allow a sound grouping of feature matches,
therefore successfully reducing the number of
false positives in similarity matching.

Visual Language Models as
MLD for Image Indexing

Sivic et al. (2005), Wang et al. (2006), and Bosch
et al. (2007) have used pLSA in the context of
images, applied to scene classification. These
techniques are used to automatically discover
image categories in a collection, by computing
latent concepts in images from the co-occurrences
of visual words in the collection. Wu et al. (2007)
also proposed a visual language modeling method
for content-based image classification. This
method proposes to build visual language models
for image classification, which capture both co-
occurrence and spatial proximity of local image
features. This approach first segments images into
patches, then maps each patch into a visual word.
It also assumes that each visual word is only con-
ditionally dependent on its neighbors. Based on a
collection of training images for a given category,
the spatial correlation of visual words is modeled
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as the conditional probability by using statistical
language modeling algorithms. Given a novel
image, its label is determined by estimating its
likelihood given a category. Authors have com-
pared their ¢rigram approach (one visual word is
conditionally dependant on two of his neighbors,
the whole forming a word triple) with pLSA and
LDA on a classification task with Caltech and
Corel datasets, and found an increase of 39% in
accuracy with pLSA, and an increase of 28% in
accuracy compared with LDA.

Other approaches include Tirilly et al. (2008),
who proposed a language modeling approach for
image categorization. Their approach is based on
probabilistic Latent Semantic Analysis (pLSA) —
as well as on geometric properties of the keypoints
—to eliminate useless visual words. Besides, they
integrate spatial relations between visual words
to overcome the problem of loosing the spatial
information of visual words.

Visual Phrases as MLD for Image
Representation and Retrieval

The analysis of visual words occurrences and
configurations allows detecting frequently oc-
curring patterns. Zheng et al. (2006) made the
analogy between image retrieval and textretrieval,
and proposed a visual phrase-based approach
to retrieve images containing desired objects.
Visual phrases are defined as pairs of adjacent
local image patches, and are constructed using
data mining techniques. They provide methods
for constructing visual phrases from images and
for encoding the visual phrases for indexing and
retrieval purposes.

In this approach, SIFT descriptors are used to
extract and describe salient local patches in each
image and each local patch is represented by a
128-dimenstional feature vector. Different local
patches are vector quantized into visual words
using a clustering algorithm. Clustering differ-
ent local image patches can find its counterpart
in text retrieval, where each word is transformed
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using case folding and stemming techniques be-
fore being indexed, for the purpose of effective
and efficient retrieval. Once the visual words are
defined, visual phrases are extracted by detect-
ing frequent adjacent pairs of patches across the
collection. Figure 4 shows an example of image
used by Zheng et al. (2006), after the local patch
extraction. Authors report experiments showing
that demonstrate that visual phrase-based re-
trieval approach can be efficient, and can be 20%
more effective than a traditional visual bag-of-
words approach.

Adaptation of Association Rules to
Extract Visual Phrases

Martinet & Satoh (2007) share the same objec-
tive as Zheng et al. (2006) of designing a higher
level of description for representing documents.
However, while Zheng et al. (2006) consider adja-
cent pairs of patches, the approach of Martinet &
Satoh (2007) is more general in two ways. First,
they consider not only adjacent words, but also
all the words co-occurring in the same context. A
context is defined based on the notion of space-
time windows in multimedia documents, which
includes a temporal dimension, as shown Figure
5. Second, the method they proposed handles sets
of items, which is more general than just pairs. In
that way, they can represent the relations between
visual words in a more general way.

They adapt the definition of association rules
to the context of perceptual objects, for merging
strongly associated objects, in order to get a more
compact representation of the data. The building
of the phrase representation is done by itera-
tively merging objects pairs corresponding to
frequently occurring patterns, thatis to say objects
that have been discovered involved in strong as-
sociation rules. A rule is evaluated as strong, if
its confidence exceeds a confidence threshold and
its support exceeds a support threshold (see
Figure 5).
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Figure 4. An example of image after local patch
extraction by SIFT. The circles denote the extracted
local patches (from Zheng et al. 2006).

The basis behind this merging process lies in
the assumption that frequently occurring patterns
of objects inside a space-time window are likely
to represent parts of higher-level conceptual ob-
jects. Indeed, neighboring image objects fre-
quently occurring in a given configuration are
likely to belong to the same physical object, and
consequently they are likely to have the same
conceptual interpretation. By merging objects
involved in strong rules, the obtained representa-
tion is likely to be both more compact and more
meaningful regarding the data set to be repre-
sented. Experiments reported by Martinet &
Satoh (2007) show that the new representation
space of visual phrases enables a better separation
of documents, that is to say that index terms in
the new space have a higher discriminative
power, and consequently is likely to yield a more
precise search.

Association Rules Applied
to Spatial Databases

With a huge amount of spatial data collected
by satellite telemetry systems, remote-sensing
systems, regional sales systems and other data
collection tools, it is a crucial to develop tools
for discovery of interesting knowledge from large
spatial databases.

Figure 5. Example of representation of two rules.
The upper representation shows a high confidence
rule, and the lower representation shows a lower
confidence rule. Only the support of Y is changed
between the two cases (from Martinet & Satoh,
2007).

support(X =>Y)
e,

'-_Y_.J
support(X)

support(X =>Y)
P,

——

support(Y)

A spatial database is a database that is opti-
mized to store and query data related to objects in
space, including points, lines and polygons. While
typical databases can understand various numeric
and character types of data, additional functionality
needs to be added for databases to process spatial
data types. These are typically called geometry or

feature. A spatial association rule is a rule indi-
cating certain association relationships among a
set of spatial and possibly non-spatial predicates,
indicating that the patterns in the rule have rela-
tively frequent occurrences in the database and
strong implication relationships. For example, a
rulelike “most big cities in Canada are close to the
Canada-U.S. border” is a spatial association rule.
Reported works show that useful and interesting
association rules can be discovered efficiently in
large spatial databases. With the rapid progress
of research into data mining and data warehous-
ing in recent years, many data mining and data
warehousing systems have been developed for
mining knowledge in relational databases and
data warehouses. Spatial data mining is a subfield
of data mining that deals with the extraction of
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Figure 6. Example of multimedia stream containing two media (or modalities), and objects are repre-
sented with discovered relations. The relations can be possibly between objects inside a modality (e.g.
text-text) or across modalities (text-image) (from Martinet & Satoh, 2007).

modality a

maodality b

time

implicitknowledge, spatial relationships, or other
interesting patterns not explicitly stored in spatial
databases (Han. et al., 1997, Zeitouni, 2002).

OTHER EXAMPLE OF MLD:
IMAGE AND VIDEO EPITOMES

A natural image can take a significant amount of
resources while processed by amodern computer,
although itmight appear straightforward to human
at the first glance. The reason is that an image
usually contains much redundant information
which can be easily filtered out by a human brain,
but it turns out to be hard for a computer. There-
fore, it 1s useful to have a condensed version of
the image, or a summary of a sequence of highly
correlated images. One would like the representa-
tion to take as few resources as possible, while
preserving information sufficient for achieving
the goals of indexing, search and display. Fur-
thermore, this representation is preferably to be
visually informative.

Color histograms and templates are two ex-
tremes in describing an image. The first one only
summarizes the color information, and loses the
spatial arrangement of images. There have been
great efforts to incorporate spatial information
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into the color histogram. The color coherence
method proved to be successful in applications
such as image indexing and retrieval. But they
arenot visualized representations. Methods based
on templates and basis functions do maintain the
geometrical properties of an image, but they suf-
fer from large deformations in shape. They are
too rigid to tolerate variations. In order to jointly
analyze and synthesize data, patch-based prob-
ability models are introduced by Jojic etal. (2003).
These models, called “epitomes”, compile patches
drawn from input images into a condensed image.
In image processing, an epitome is a condensed
digital representation of the essential statistical
properties of ordered datasets, such as matrices
representing images, audio signals, videos, or
genetic sequences.

Although much smaller than the original data,
the epitome contains many ofthe smaller overlap-
ping parts of the data with much less repetition
and with some level of generalization. The first
use of epitomic analysis was performed on im-
age textures and was used for image parsing. In
this sense an image epitome is a condensed in-
termediate representation (that is to say a MLD)
of the original image, statistically built from the
patches. It has been successfully used for image
compression, indexing and search. The epitome
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Figure 7. Video epitomes training (from Cheung et al. 2007)
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model has also been applied to videos. Filling in
missing parts of a video, removing objects from
a scene and performing video super-resolution
are examples of tasks in which the video epitome
hasproven useful. Figure 7 outlines the procedure
used to learn a video epitome as introduced by
Cheung et al. (2007). Viewing the input video as
a 3D space-time volume, a large number of 3D
training patches are drawn from the video. The
learning algorithmis used to compile these patches
into an “epitome” —a video that is smaller in both
space and time, but contains many of the spatial
and temporal patterns in the original input video.
They derive the epitome learning algorithm
by specifying a generative model, which explains
how the input video can be generated from the
epitome (in the opposite direction shown in the
figure). The advantages of specifying a generative
model is that the model is more adaptive than a
non-generative technique, and it can be used as
a sub-component in other systems. Here is intro-
duced a 3D model of video similar to the 2D
epitome model described in Jojic et al. (2003).

CONCLUSION AND FUTURE
RESEARCH DIRECTIONS

This chapter proposes a classification of descrip-
tors, from low-level descriptors to high-level
descriptors, introducing the notion of mid-level
descriptors for image representation. A mid-
level descriptor is described as an intermediate
representation between low-level descriptors (de-
rived from the signal) and high-level descriptors
(conveying semantics associated to the image).
Mid-level descriptors are built for the purpose of
yielding a finer representation for a particular set
of documents. We have described a number of
image representation techniques from amid-level
description perspective.

The research domain of automatic image an-
notation and search from low-level descriptors
analysis has considerably evolved in the last 15
years, since QBIC (Flickneretal. 1995), one ofthe
first such systems was released. Since then, this
domainhasreached alevel of maturity where only
small improvements are brought in new models
and systems. Most of the approaches described
in this chapter are based on visual words, which
constitute a major step in image annotation.
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This representation opens the way to massively
apply text processing and language modeling
techniques to image processing.

We believe that further significant improve-
ment in general image search and annotation
in the future can be only reached by the use of
external sources of knowledge (such as context,
or ontological descriptions), or by restricting the
application domain. One way to restrict the ap-
plication domain is to learn and build dedicated
and meaningful representation schemes fora given
database, which require complex statistical global
analyses of the data.

The question will then arise of how general this
methodology can be. That is to say, researchers
could for instance estimate for a database the gain
inrepresentation quality of using a representation
scheme built with another database. Designing
such general approaches a challenge for the next
step in multimedia annotation and retrieval.
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KEY TERMS AND DEFINITIONS

Association Rule: a rule required to satisfy
a user-specified minimum support and a user-
specified minimum confidence at the same time.

Clustering: The assignment of a set of ob-
servations into subsets (called clusters) so that
observations in the same cluster are similar in
some sense. Clustering isamethod of unsupervised
learning, and a common technique for statistical
data analysis.

High-Level Descriptor: Ahigh-level descrip-
tor is a piece of human-interpretable semantic
information describing a (part of a) document.
High-level descriptors (HLD) represent semantics
of the document, such as a set of keywords, or a
text description.

Low-Level Descriptor: Alow-level descriptor
is a continuous or discrete numeric or symbolic
measurement, which is computed directly from
the signal (e.g. image pixels), locally in a (part
of a) document.

LSI: Latent Semantic Indexing is an indexing
and retrieval method that uses a mathematical
technique called singular value decomposition to
identify patterns in the relationships between the
terms and concepts contained in an unstructured
collection of text.

Mid-Level Descriptor: A mid-level descrip-
tor is a continuous or discrete numeric or sym-
bolic measurement obtained after a global (i.e.
collection-wise) analysis oflow-level descriptors,
possibly by applying supervised or unsupervised
learning methods on a subset of documents in
the collection, and possibly involving the use of
external knowledge.

Modality: application-dependent abstraction
of a signal that may serve as an input of a process
in an early stage.

Visual Word: An analogy can then be made
between the words of a text and the regions of an
image, and between phrases and so.
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ABSTRACT

The demand for image retrieval and browsing online is growing dramatically. There are hundreds of
millions of images available on the current World Wide Web. For multimedia documents, the typical
keyword-based retrieval methods assume that the user has an exact goal in mind in searching a set of
images whereas users normally do not know what they want, or the user faces a repository of images
whose domain is less known and content is semantically complicated. In these cases it is difficult to
decide what keywords to use for the query. In this chapter, we propose a user-centered image retrieval
method based on the current Web, keyword-based annotation structure, and combining ontology guided
knowledge representation and probabilistic ranking. A Web application for image retrieval using the
proposed approach has been implemented. The model provides a recommendation subsystem to sup-
port and assist the user modifying the queries and reducing the user s cognitive load with the searching
space. Experimental results show that the image retrieval recall and precision rates are increased and
therefore demonstrate the effectiveness of the model.
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INTRODUCTION

With the development of the Internet and data-
base techniques, Information Retrieval (IR) has
become very popular (Ricardo, B.Y. & Berthier,
R.N,, 1999). As a powerful form of delivering
information, multimedia data are frequently used
in many applications. Techniques for effectively
dealing with multimedia databases are useful and
in demand. During the past decade, online image
retrieval has become one of the most popular topics
on the Internet. The number of images available
inonline repositories is growing dramatically. For
example, Flickr.com is hosting more than 50 mil-
lion member-submitted images on their website
(Terdiman, D., 2009), and Google claims that
they have indexed more than 880 millions images
since 2004 (Google, 2009). It is expected that the
number of images found in personal collections,
publications and archives will continue to grow
atan exponential rate. Given the recent explosion
of interest in social networking, largely driven by
Myspace, Facebook and YouTube, one can expect
to see image searching playing a very important
role in the future. As a result, the demand for ef-
ficientand effective image retrieval, searching, and
browsing methods will also increase significantly.
Demand will come from users in various domains,
including medicine, publishing, architecture,
crime prevention, and fashion.

Image retrieval is a human centered task.
Images are created by people and are ultimately
retrieved and used by people for human related
activities. The typical method of image retrieval
using mostly by the industry is to create a keyword-
based query interface above the media indexing
database (Agosti & Smeaton, 1996). There are two
major problems inkeyword-based image retrieval.
The first one is the retrieval quality problem from
the searchresult. The keyword annotation of image
documents has low capability to analyze semantic
relations among keywords, such as synonym,
homonym and antonym. Taking the topics of
images as an example, it is nearly impossible to
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include all the synonyms of the topic keywords
in the annotation for every image. The reality is
that if the images are annotated with keywords
having same meanings with users input but in
different terms, those images are not able to be
retrieved by the keyword-based retrieval system.
The second problem is thatkeyword-based search
methods always assume that users have the exact
searching goal in their minds (Hyvonen, Saarela
& Viljanen, 2003). However, in the real world
application, the case is that users normally do not
know what they want. Most of them only hold a
general interest to explore the images, and have
a vague knowledge about the domain topic. As a
result, arecommendation or a support subsystem,
helping users to modify their queries, is needed.

Semantic Web technologies have been ex-
pected to improve the quality of information
retrieval on the Web (Berners-Lee, Hendler &
Lassila, 2001) & (Berners-Lee). In this paper, we
proposed a hybrid model which is using a Web
Ontology-based reasoning component and com-
bining Bayesian Network model to improve the
quality of image retrieval. Our proposed method
returns more query keywords as recommendations
which are semantically related to the user input
keywords so that it can assist the users to explore
more relevant images.

RELATED WORK

Image Retrieval is a large and active research area
of computer and information science. A summary
review of the literature shows an exceptionally
active community of researchers in this area.
Smeulders et al. reviewed more than 200 research
papers priorto 2000 (Smeulders, Worring, Santini,
Gupta & Jain, 2000). Rui et al. have summarized
more than 100 research papers (Rui, Huang &
Chang, 1999). Recently, Dattaetal. have surveyed
about 300 papers, mostly published between 2000
and 2007 (Datta, Joshi, Li & Wang, 2008).
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Keyword-Based and Content-
Based Image Retrieval

Traditionally, there are two main research ap-
proaches in the area of image retrieval: text based
and content based. Text-based image retrieval can
be traced back to the late 1970s. In such systems,
images are either annotated with text, or text sur-
rounding the images is analyzed to produce a set
of keywords referring to the image. The images
can be retrieved by matching text-based queries
with the keywords. This approach is to create a set
of keywords as metadata to describe the images
and then associate it to the image document. As a
result, itis also called keyword annotation. Based
on the keyword annotations, the system can apply
keyword-based informationretrieval techniques to
search the images (Long, Zhang & Feng, 2003).
Searchers try to analyze the text around image to
improve the Web Image retrieval. However, huge
amount of the images on Web, such as personal
uploaded photo gallery, still lack the adequate text
description. Two disadvantages to this approach
are that a considerable level of human labor is
required for manual annotation and annotation
tends to be inaccurate due to the subjectivity of
human perception (Sethi & Coman, 2001). That
is, different people may perceive the same image
content differently. The perception subjectivity
and annotation impreciseness may cause unrecov-
erable mismatches later in the retrieval processes.

In order to overcome the disadvantages of
text-based retrieval, content-based image retrieval
(CBIR) was introduced. It is an important alter-
native and complement to traditional text-based
image searching and can greatly enhance the ac-
curacy ofthe information returned. Most proposed
CBIR techniques automatically extract low-level
features (i.e., color, texture, shapes of objects and
special layout) to measure the similarities among
images by comparing the feature differences (Shi,
Xu & Han, 2007). However, an obvious semantic
gap exists between what user-queries represent
based on the low-level image features and what

the users think. To bridge this semantic gap, re-
searchers have investigated techniques that retain
some degree of human intervention either during
input or search, thereby utilizing human semantics,
knowledge, and recognition ability effectively for
semantic retrieval. Among various techniques in
narrowing the semantic gap, arelevance feedback
mechanism has been identified as an especially
helpful tool to provide a significant performance
boost in CBIR systems (Rui, Huang, Ortega &
Mehrotra, 1998). There are two types of limita-
tions with the current content-based methods that
employ user feedback. Firstly, since our under-
standing of human vision is limited, we may not
have a correct set of image features to begin with.
Therefore, perception models based on those fea-
tures will notbe adequate to specify user feedback.
Secondly, selecting several images several times
at each session will not provide enough data to
train a complex model. Attempts (Aslandogan
et al, 1997), (Hunter, 2001), (Liu, Chia & Chan,
2004) also have been made to validate ontology
in practice to bridge the semantic gap. The need
of a machine understandable representation of
multimedia content descriptions is addressed.
In (Liu, Chia & Chan, 2004), an image retrieval
web service is set up. The essential part is a three
level ontology which associates the image content
and human understandable concept. But all the
concepts are still built from low level. The current
techniques for reducing the semantic gap have
been reviewed by Liu et al. (Liu, Zhang, Lu &
Ma, 2007).

A number of efficient content-based image
retrieval systems have been presented in the last
few years. For example, a database perspective
of image annotation and retrieval has been stud-
ied by Carneiro, G. & Vasconcelos, N. (2005).
(Garneriro & Vasconcelos, 2005); a statistical
approach of automatic linguistic indexing model
was presented by Li, J. & Wang, J. Z. (2003). (Li
& Wang, 2003); a machine learning approach is
applied to study ancient art was presented by L1, J.
& Wang, J. (2004). (Li & Wang, 2004). However,
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inthe scenarios of the online Web image retrieval,
content-based approach is still hard to meet the
requirements of immediate response of retrieval
resulttousers. Features input, such as color, shape
and texture, is still not suitable and realistic for
mostofthe onlineusers. Furthermore, itis difficult
for the systems to deal with the features such as
human emotions and perceptions of the images.
There is a trend toward making use of both the
textual information obtained from the Web and the
visual content of images. Our research on image
retrieval is consistent with this research direction.
In our study, we realized that both keyword-based
and content-based approach is hard to solve the
semantic problem. A solution is to incorporate the
Ontology technology into image retrieval.

Ontology-Based Image Retrieval

With the advent of Semantic Web technology,
information retrieval is able to widely be ben-
efited from this ambitious technology which is
being expected as the next generation of Internet.
When searching information on the Web, itis very
common that there are numerous different terms
representing the same meaning of certain online
resources. A solution to this problem is to provide
a third part component of information collection,
Ontology (Davies, Fensel & Harmelen, 2003).
Ontology is playing a key role as the core element
ofknowledge representation on the Semantic Web
for machine understanding. Basically, Ontology
consists of vocabularies and their relations to de-
scribe the existing things around us in the world.
Some effort has been made for image retrieval
using Semantic Web techniques, for example the
case study of a view-based image search method
using semantic annotation and retrieval from
Hyvonen, E., Saarela, S., & Viljanen, K. (2003).
Nevertheless, applying semantic annotation to the
existing image resources will encounter the same
difficulty with realizing the whole Semantic Web
vision. Benjamins has pointed out that too little
semantic content are available on the current Web,
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and shifting the current keyword annotation of the
current Web content onto semantic annotation is
also a big challenge (Kant & Mamas, 2005). In
order to discover an approach widely available
for the existing content, our study is focusing on
utilizing Ontology techniques and improving the
reusability of the keyword annotation.

A successful image retrieval method should
have a recommendation system to assist users
to find what they actually need. To compute the
relevance of the recommendations, however,
the logic-based Ontology technology lacks the
capability to support plausible reasoning (Costa,
Laskey & Laskey, 2005) & (Benjamins et al,
2002). Because the propositions are either true or
false, the kind of classical tradition of monotonic
deductive reasoning can only answer the “Yes”
or “No” questions. For instance, if a user makes
a query with the keyword “Car,” but the system
only contains the index of the documents with
the keywords “Vehicle” and “Honda Civic”. By
looking up into the Ontology, the machine is able
to understand that the concept “Car” is a subclass
of the concept “Vehicle,” and “Honda Civic” is
an instance of the class “Car”. Which is closer to
the user’s query? From the pure logic-based ap-
proach, it can hardly answer the question without
the totally matched result. Therefore, a method
combining Ontology and Bayesian Network
technologies to support uncertain reasoning for
the retrieval system is proposed.

Bayesian Network

Bayesian Network (BN) has become a very popu-
lar topic of uncertain reasoning in the artificial
intelligent community, and it has been applied to
various research areas, such as medical diagnosis
program, knowledge expert support system, clas-
sification and information retrieval etc. (Pearl,
1998). Inspired by the BN model for information
retrieval from Ribeiro-Neto, B., Silva, 1., & Muntz,
R. (2000), we built up a BN model for computing
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the relevance ranking of the neighbours of the
input concept in the Ontology graph.

In the latest URSWO0S5 workshop, some re-
searchers preferred adding probabilistic extension
into Ontology to enable the uncertain reasoning
capability within Ontology, for instance the exten-
sion to OWL for representing particular Bayes-
ian Network model (Ding & Peng, 2004). Web
Ontology is designed for representing and sharing
knowledge in a distributed environment through
Internetbutuncertain reasoning models are usually
application-independent. As aresult, our proposed
method prefers running the BN inference after
the reasoning from Ontology. In this model, the
Ontology is serving as the source providing extend
metadata for the BN Computation.

THE ONTOLOGY GUIDED
IMAGE RETRIEVAL MODEL

In general, the process of our approach for image
retrieval can be divided into three phases. Phase
one is that once the system acquires the input
keyword k from the user, it will try to look for the
target images, which are annotated with the same
keywords. If the target images record is found
from the database, it will return the hits of those
images. Otherwise, it requests to proceed for the
second retrieval step, sending the keywords set
to the Ontology reasoner.

In phase two, the Ontology reasoner is trying
to find all the neighboring information of the
input keyword. The keyword % is retrieved inside
the Ontology, by the Ontology reasoner; which
relies on the rule-based inference technique. The
reasoner will look up the conceptual graph to find
the matched node which represents the concept 4.
Ifthe matched node is not found, the reasoner will
return an empty set. If the matched node denoted
as k’ is found then £’ will be marked.

k’ is taken as an input parameter in the Ontol-
ogy reasoner again. At the same time, we set the
following rules for the reasoner.

. If £’ is a class entity in the graph, then the
reasoner will return all of its properties P =
{p,.P--.p,}, values of those properties V' =
{VpV,s..sV, ), Instance [ = {i,i,...,i.}, sub-
classes SB = {sb,,sb,,...sb }, super classes
SP = {sp,.sp,,...sp,} and equivalence class-
esE={e,e,...e}.

. If &’ is a property entity in the graph, then
the reasoner will return all of its related
classes C = {c.c,,...,c}, the values of
this property in its property domain V =
HARINSOURA &

. If £’is an instance of specific classes in the
graph, then the reasoner will return all of
those classes CI = {cl ,cl,...,cl.}.

Collecting all of the above nodes and denot-
ing the set as N, the reasoner send N back to the
retrieval system. To avoid extra computation time
for the ranking, the retrieval system filters out
some of the elements in the set N, which are not
included in the indexing database, and then we
have a smaller set N’.

The third step, as shown on Figure 1, after the
nodes selection process, the nodes set N’ will be
passed to the BN model forrelevance computation.
In order to construct the BN model, we need to
define what role the BN computation is playing
in our hybrid image retrieval model. When the
Ontology reasoner returns a set of corresponding
nodes set N’ to the query keyword £, those nodes
are all the neighbors of the original query keyword
(Figure 2). However, sent from the Ontology
reasoner which is based on the rule-based infer-
ence engine, the returning nodes have no ranking
order for relevance. Thus, the BN model is used
for computing the relevance from each returning
node to the query keyword & for providing ranking
of images collection.

Let P (U) be jpd of the all the relevance factors
of the node N’ corresponding to the concept
k’corresponding to the input keyword. Because
P(U)is ajpd, we can have the notion, 0 < P(U)
< 1.0. It is possible that there are many variables
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Figure 1. The retrieval procedure of our hybrid method
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for the problem domain, so that the whole jpd
table P (U) is too large to be obtained.

Therefore, we need to find out the conditional
independencies (Cls) among the variables of this
jpd. To understand the meaning of the relevance
between the return node and the input keyword,
we can also call the relevance between node
N’, and k’ semantic distance, because Ontology
defines the semantics of the vocabularies. If the
semantic distance is shorter, it means the node is
more relevant to the concept £, If P (X) = 1.0, we
can claim that N, is exactly what user queried.
Otherwise, if P(X) = 0.0, it means that N”, is ir-
relevant to the user’s query.
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End

In other words, if the value of the probability
of P(X) is closer to 1.0, it indicates the semantic
distance of node N, is shorter than the one whose
value is closer to 0.0.

Because P(U) represents how relevant it is
between the returning node N’ and the concept
node k£’ to the original query keyword, we can
define the variables as follows.

. sb: N’ is a subclass of node &,

¢ sp: N’ is asuper class of node &’

. i: N’ is an instance of node k’;

. e: N’ is an equivalence class of node £’
¢ p: N’ is one of the properties of node &’}
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Figure 2. The neighboring information of the

concept k’in the hierarchical structure graph of

the ontology
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*  Pr:k’is aproperty entity in the Ontology;

* In: k’is a instance entity in the Ontology;

. CI: k’ is a class entity in the Ontology;

. v: N’ is a value of k', if k" is a property
entity in the Ontology;

. c: N’ isaclass of k’, if k" is a instance en-
tity or a property entity.

All the above variables are binary, having a
domain D = {Yes,No}. Because the probability
P(n) is that we expect to compute, therefore, in
the next step, we need to define the ClIs for this
BN model.

Assume that we are the knowledge experts
in ontology constructions. The Cls of the nodes
extracted from ontology can be defined. Once we
have k’, we will know if it is a class, property, or
instance entity in the Ontology. As a result, we
can acquire P(CI|Pr,In). If k’is a property entity
in the Ontology, then we have P(v,c|Pr). If k£’ is
an instance entity, we have P(c|In).

If a node is a subclass of node £, it indicates
that it is impossible to be a super class of the node
k. Then we can write it as P(sb|sp). If a node is
an equivalence class of node &, it indicates that it
is not either a subclass or super class of the node
k. Then we have P(sb,sple). When the original
conceptnode k takes different value, forexample,
as a class entity or a property entity, the return
nodes’ set will be different.

Figure 3. The DAG of our relevance model

Consequently, we can obtain another condi-
tional probability table (CPT), P(i,r,e,p|k). All the
CPTs can be listed as follows.

P(CI|Pr,In)
P(v,c|Pr)

P(c|In)
P(n|sb,sp,i,r,e,p)
P(i,,e,p|CI)
P(sblsp)
P(sb,sple)

According to the above CPTs, we can draw
the DAG as shown in Figure 3.

According to the DAG, we can simplify the
jpd into small tables, as follows P(U) = P(Pr) x
P(In) x P(v|Pr) x P(c|Pr,In) x P(CI|Pr,In) x
P(i,e,rp|Cl) x Plsb,sple) x P(sblsp) (1)

Once we have the whole P(U) equation (1),
the values of CPT tables are ready to be assigned
for the initialization work. Once the Ontology
reasoner returns the set N’ of nodes, we can obtain
the values of the variables of k, ¢, sb, sp, i, r, and p.
Post those values as evidences to the BN network,
propagating by the HUGIN (Jensen, Lauritzen &
Olesen, 1990) or Shafer & Shenoy (1990) method.
Then the probability P(r) can be queried.
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Using this method for computing all the re-
turning nodes, the ranking factors are obtained
for each node.

With these factors, the system can retrieve the
related images’ documents from the index data-
base. After sorting the images by the relevance,
eventually, the system can have a descending order
of the images’ list of the retrieval result.

The set of returned concepts with the relevance
can be served as query keywords of recommen-
dations to the users on top of the search result,
because those keywords are the neighbors of the
input query keyword, and are semantically related
to users query. This recommendation system can
help users address the problem that they have an
unclear search goal in mind. A simple and long
ranked list of retrieval result can not satisfy the
need of the users. Lots of researchers have pro-
posed to provide a better organized search result.
For example, online search result clustering. For
the reason that the amount of the online images
growing amazingly every day, the search result
may return hundreds or thousands of images to
the users. Since we used our approach to increase
the recall rate, thus, our recommendations with
keywords assisting users to find the desired images
can be viewed as a search result categorization
consisting of clusters of the meaningful keywords.

IMPLEMENTATION AND
DISCUSSION RESULTS

We have implemented our hybrid retrieval model
by combining Ontology and BN techniques into
a Web application. The experiment demonstrates
some promising results. In our experiment, a query
with the keyword “car” is input into the search
system. The images annotated with keywords,
such as “automobile” or “Honda,” which are the
equivalent to “car” or a brand name of “car,” are
shown in Figure 4.

In this implementation application, all the
images are stored in a local web site and indexed
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with keywords in a local database. We assume
that all the images are annotated well with key-
words representing the topics of those images.

The reason that we set this assumption is that
one of the purposes in this research project is to
reuse the existing resource of annotation on the
Web without any modification or attachment to
it. The architecture of our application is shown
in Figure 5.

The Ontology reasoning component here
serves as a Web service. The reason we wrap the
Ontology reasoner logic into a SOAP XML Web
service is that we have considered that the Ontol-
ogy can be possibly selected from a remote online
Ontology provider, such as WordNet (WordNet)
Ontology, and SOAP XML Web Services have
been considered as efficient choices for remote
information access crossing platform and organi-
zational boundaries. In the experiment from our
application, we finished our programming with
the help of the existing research and tools of
Semantic Web and Bayesian Networks. For in-
stance, we implemented a demo Ontology in
Ontology Web Language (OWL) using a Java
Ontology APIs, Jena, from HP research lab (Mc-
Guinness & Harmelen, 2004) & (McBride, 2000).
Our Bayesian Network computation model was
constructed and inferred by the MSBNx (Micro-
soft Bayesian Network Toolkit) from Microsoft
research (Microsoft Bayesian Network Toolkit).

There are 210 images in our local image library,
and 18 different keywords annotating the images,
stored in database. There is an indexing database
forall the image resources running in our system as
well. In this experiment, all the images are stored
in the local Web site. First of all, this application
provides both Ontology & BN based search and
Keyword-based search methods. Secondly, each
related keyword returned from the Ontology
reasoner was ranked by the semantic distance
between the original input keyword node and the
returned concept node from Ontology.

The shorter the semantic distance between two
nodes, the higher position the image will be puton
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Figure 4. A screenshot of the search result from a query “car”
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Figure 6. A detailed view of one return image item
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the search result ranking. The Bayesian Network
model plays a critical key role in the semantic
distance computation. Figure 6 shows the detail
information from the search result.

In this example, an image of a vehicle is an-
notated with the only keyword “vehicle”. Ifusing
the classical keyword match search, this image is
not able to be retrieved. In our experiment, the
query keyword “car” is input into our system.
After the Ontology reasoning, keyword “vehicle”
is returned as the super class of concept “car” in
the conceptual graph. “vehicle” is passed into the
BN computation as evidence in the BN belief
network model, defined earlier. Then, after the
network propagation, a relevance probability of
“vechicle,” also called semantic distance value,
is sent back to the main process.

The comparison results of using different
retrieval methods for one simple query, “car,” is
listed in Table 1. According to the experiment data
from the table, there are only 15 images which
are directly annotated with the keyword, “car,”
and 39 images with other related keywords, such
as “vehicle,” “honda civic,” and “automobile”.
The recommendation system works as planned
and the recommendations from the search re-
sult contain the recommended image resources
for users to navigate the search result. Take
an example from the search in Figure 4, those
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recommended keywords, such as “automobile,”
“honda” and “toyota,” are the neighboring nodes
of the input keyword, “car,” generated from the
Ontology reasoning.

The recall rates of our search approach are
mainly affected by the Ontology reasoning, be-
cause, ifthe Ontology does not contain the concept
keyword which appears in the image annotation
and represents the topic of the images, those im-
ages will not be retrieved. In others words, under
this situation, the recall rates are lowered. An-
other factor to affect the recall rate of our proposed
approach is the image annotation. However, at
the beginning of our implementation, we assumed
that all the images are well annotated with key-
words representing topics. Therefore, our
experiment result is not affected by this factor.
With the assumption in our experiment, it is in-
dicated that all the retrieved records from the
search result are relevant to the user’s query, since
the keywords of those retrieved records are se-
mantically relevant to the query keyword and
ranked with relevance rate. Table 2 shows the
recall rates of the two retrieval methods from our
experimental data.

To sum up, the experimental data has shown
that the Ontology & BN based method returned
far more related records from the images library.
Furthermore, the search result of our method not
only covers the one from the keyword-based
search, but also provides semantic recommenda-
tion for the end users to navigate around the result
set of images, to solve the problem that users do
not have the exact search goal in their minds.

CONCLUSION AND FUTURE WORK

In this chapter, we have presented an approach of
the user-driven Ontology guided image retrieval.
It combines (a) the certain reasoning techniques
based on logic inside Ontology and (b) the un-
certain reasoning technique based on Bayesian
Network to provide users the enhanced image
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Table 1. The comparison of two methods

. . . . Numbers of Images in
Approach Description Providing Semantics Recommendation Search Result
Ontology & BN based Using Ontology for semantic Yes 39
Retrieval reasoning, and BN for ranking
computation
Keyword-based Retrieval | Find matched keyword in the No 18
indexing database

retrieval on the web. More significantly, our ap-
proach is for easily plugging in an external On-
tology in the distributed environment and assists
user searching for a set of images effectively. In
addition, to obtain a faster real-time search result,
the Ontology query and BN computation should
be run on the off-line mode, and the results should
be stored into the indexing record.

Although our retrieval method has shown that
it can retrieve more images than the keyword-
based method, there are still some problems that
we found from our experiment. The returned
concepts from the Ontology reasoner are ranked
relying on their basic relations inside Ontology
with the original input keyword. For example, a
brand name, “Honda,” and model name, “Civic,”
both are the values of the properties of the con-
cept, “car”. Which one is closer to the user query?
Our model still cannot answer this sort of precise
question in semantics. This will be studied in our
future research work. We are also going to apply a
large scale remote Ontology into our system, such
as WordNet. And searching a larger scale image
library will be considered. User profile oriented
recommendations should take into consideration
in our future works since users have different
search experience, search strategies and knowl-
edge about the domain topics. Personalized user
recommendations would serve better the user’s
individual goals.

Table 2. The recall rates of two methods

Recall Rate

Our Retrieval

0,
Method 92%

Keyword-based

0,
Retrieval 20%
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ABSTRACT

Automatic image annotation is a technique that automatically assigns a set of linguistic terms to images
in order to categorize the images conceptually and provide means for effectively accessing images from
databases. This chapter firstly introduces fundamentals and techniques of automatic image annotation
to give an overview of this research field. A case study, which describes the methodology for annotat-
ing mammographic lesions, is then presented. This chapter is intended to disseminate the knowledge of
the automatic annotation approaches to the applications of medical image management and to attract
greater interest from various research communities to rapidly advance research in this field.

INTRODUCTION

In the last decade, a large number of digital medi-
cal images have been produced in hospitals. Such
digital medical images include X-ray, computed
tomography (CT), magnetic resonance imaging
(MRI), functional magnetic resonance imaging
(fMRI), magnetic resonance spectroscopy (MRS),
magnetic source imaging (MSI), digital subtrac-
tionangiography (DSA), positron emission tomog-
raphy (PET), ultrasound (US), nuclear medical
imaging, endoscopy, microscopy, scanning laser

DOI: 10.4018/978-1-61350-126-9.ch005

ophtalmoscopy (SLO), and so on. These medical
images are stored in large-scale image databases
and can facilitate medical doctors, professionals,
researchers, and college students to diagnose
current patients and provide valuable informa-
tion for their studies. Due to the increasing use
of digital medical images, there is a need to de-
velop advanced information retrieval techniques,
which can improve the effectiveness of browsing
and searching of large medical image databases.
Among various advanced information retrieval
techniques, image annotation is considered as a
prerequisite task for image database management
(Hersh, 2009). If images are manually annotated

Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
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with text, keyword-based search can be used to
retrieve the images. However, manual annotation
suffers from the following limitations, especially
in massive image databases (Feng, Siu, & Zhang,
2003).

. Manual annotations require too much time
and are expensive to implement. As the
number of media in a database grows, it
becomes infeasible to manually annotate
all attributes of the image content. For in-
stance, annotating a 60-minute video con-
taining more than 100,000 still images con-
sumes a vast amount of time and expense.

*  Manual annotations fail to deal with the
discrepancy of subjective perceptions.
When people perform image annotation,
they provide the different description with
their different subjective perceptions.
Furthermore, the same annotators may
have different subjective perceptions as
time evolves;

* It is difficult to provide concrete descrip-
tion for some image contents. For exam-
ple, the shape of organs in medical images
is too complex to describe.

In an attempt to addressing these limitations,
automatic image annotation is necessary for
efficient image retrieval. Automatic image an-
notation is a hot topic in the areas of multimedia,
information retrieval, and machine learning. To
correspond to this trend, this chapter presents an
image annotation scheme, which includes mam-
mographic feature extraction and a supervised
classification approach to mammogram annota-
tion. The rest of the chapter is organized as follows:
Section 2 reviews the methods of visual features
and classification in medical images. Section 3
presents a case study, which describes the meth-
odology of annotation for digital mammograms.
Section 4 discusses potential research issues in the
future research agenda. The last section concludes
this chapter.

LITERATURE REVIEW
Visual Features

Automatic image annotation refers to a technique
that automatically assigns a set of linguistic terms
toimages in order to categorize the images concep-
tually and provide means for effectively accessing
images from databases (Deselaers, Deserno, &
Muller, 2007). To make computers automatically
assign linguistic terms to images, the region of
interests in images need to be represented from
corresponding visual features. Visual features,
also called low-level features, are objectively
derived from the images rather than referring to
any external semantics (Feng et al., 2003). As the
visual features extracted from the images should be
meaningful for image seekers, the visual features
used in the image retrieval systems are mainly
divided into three groups: color, shape, and texture.

Color

Color, one of the most frequently used visual
features for content-based image retrieval, is
considered as apowerful descriptor that simplifies
object identification (Gonzalez & Woods, 2002).
Several color descriptors have been developed
from various representation schemes, such as color
histograms (Ouyang & Tan,2002), color moments
(Yu,Li, Zhang, & Feng, 2002), color edge (Gevers
& Stokman, 2003), color texture (Guan & Wada,
2002), and color correlograms (Moghaddam,
Khajoie, & Rouhi, 2003). For example, color
histogram, which represents the distribution of the
number of pixels for each quantized color bin, is
an effective representation of the color content of
animage. The color histogram can not only easily
characterize the global and regional distribution
of colors in an image, but also be invariant to
rotation about the view axis.

For the retrieval of medical images, color al-
lows images to reveal many lesion characteristics
(Tamai, 1999). Coloralso plays an importantrole in
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morphological diagnosis (Nishibori, Tsumura, &
Miyake, 2004). Color medical images are usually
produced in different departments and by various
devices. For example, color endoscopic images
are taken by a camera that is put into the hollow
organs of the body, such as stomachs and lungs.
A common characteristic of such images is that
most colors are made of various stains, though
fine variations of natural colors are crucial for
diagnosis. Nishibori (Nishibori, 2000) pointed
out that problems in color medical images include
inaccurate color reproduction, rough gradations of
color, and insufficient density of pixels. Therefore,
the effective use of the various color information
inimages includes absolute color values, ratios of
each tristimulus color, differences in colors against
adjacent areas, and estimated illumination data.
Inaddition, many medical images are represented
in gray level. For this kind of gray level images,
content-based image retrieval can only consider
color as a secondary feature because gray levels
provide limited information about the content of
an image. For specific purposes, some gray level
images have pseudo-color added to enhance spe-
cificareas, instead of gray level presentation. Since
pseudo-colors are artificially added to facilitate the
human to observe the images, the pseudo-colors
may not represent the same meaning for different
users. Such pseudo-color processing increases
difficulties in image annotation and retrieval.

Shape

Shape is one of the most important features in
describing an image. People can easily identify
different images and classify them into different
categories solely from the outline of an object in
a given image. As shape can convey some kind
of semantic information which is meaningful to
human recognition, it is used as a distinctive fea-
ture for the representation of an image object. In
general, two large categories of shape descriptors
can be identified: contour-based shape descrip-
tors and region-based shape descriptors (Feng et
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al., 2003). Contour-based descriptors emphasize
the closed curve that surrounds the boundary of
an image object. The curve can be described by
numerous models, including chain codes, poly-
gons, circular arcs, and boundary Fourier descrip-
tors. In addition, a boundary can be described
by its features, for instance, inflection points.
Region-based shape descriptors usually refer to
the shape descriptions that are derived using all
pixel information within the closed boundary of
an image object. The region can be modeled in
different ways, such as collections of primitives
(rectangles, disks, etc.), and deformable templates.

In some medical images, shape is the most im-
portant feature to describe pathologies in medical
images. For example, spine X-ray images are rep-
resented in grey scale and provide little information
in terms of texture for the anatomy of interest.
The vertebra shape is the most important feature
that describes various pathologies in spine X-ray
images. In mammograms, round masses usually
indicate awell defined smooth edge which s often
benign whereas stellate masses, characterized by
a set of rays emanating from the centre in differ-
ent directions, imply indistinct margins which are
more often malignant. One of the challenges is
that, while the differences between normal and
pathological conditions are subtle, the shapes of the
same type of pathology exhibit greater variations.
Therefore, it is difficult to select a proper shape
representation method that not only represents
anatomical structures, but also retains enough
information for similarity measure.

Texture

Texture representation in image retrieval can
be used for at least two purposes (Sebe & Lew,
2002). First, an image can be considered to be a
mosaic that consists of different texture regions.
These regions can be used as examples to search
and retrieve similar areas. Second, texture can
be employed for automatically annotating the
content of an image. For example, the texture of
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an infected skin region can be used for annotat-
ing regions with the same infection. Textural
representation approaches can be classified into
statistical approaches and structural approaches
(Sebe etal., 2002). Statistical approaches analyze
textural characteristics according to the statistical
distribution of image intensity. Approaches in
this category include gray level co-occurrence
matrix, fractal model, Tamura feature, Wold
decomposition, and so on (Feng, Siu, & Zhang,
2003). Structural approaches characterize texture
by identifying a set of structural primitives and
certain placement rules.

If medical images are represented in gray
level, texture becomes a crucial feature, which
provides indications about scenic depth, the
spatial distribution of tonal variations, and sur-
face orientation (Tourassi, 1999). For example,
abnormal symptoms on female breasts include
calcification, architectural distortion, asymmetry,
masses, and so forth. All of those reveal specific
textural patterns on the mammograms. However,
selection of texture features for specifying textural
structure should take account of the influences
from the modulation transfer function on texture
(Veenland, Grashuis, Weinans, Ding, & Vrooman,
2002). As the intensifying screens are used to
enhance the radiographs, the blurring effect also
changes texture features. In other words,, spatial
resolution, contrast, and sharpness are all reduced
in the output. Low resolution and contrast result
in difficulties in measuring the pattern of tissue
and structure of organs (Majumdar et al., 1998).
Thus, radiographs are required to perform image
enhancement in order to improve contrast, and
sharpness. In addition, radiographs obtained from
different devices may be present in different gray-
scale ranges so normalization can be performed
to adjust their grayscale ranges to the same one.

Classification of Retrieval Methods
Controlled Vocabularies

Keyword-based search may be the most familiar
way for users to retrieve information from the
collections. In such a way, images collected in the
database should be annotated for their semantics in
advance. In query submission, the retrieval system
hasto assistusers in constructing controlled terms
from a thesaurus or lexical resources. However,
users may submit different words to describe
the same contents or objects, thereby decreas-
ing the performance of image retrieval systems.
One of the solutions is to use a set of controlled
vocabulary to serve a bridge between image an-
notation and query formulation. There are number
of medical domain thesaurus available, such as
MeSH, eHealth Thesaurus,and NDAD Thesaurus.
MeSH, the Medical Subject Headings, is a set of
controlled vocabulary of medical subject terms
and used by the National Library of Medicine
for indexing articles for the MEDLINE database
and cataloging other databases (Nelson, Johnston,
& Humphreys, 2001); the eHealth Thesaurus is
a guide to the subject terms assigned to organize
the eHealth Literature Catalogue records (Wyatt
& Sullivan, 2005); The NDAD Thesaurus is a
subjectindex ofthe catalogues and administrative
histories on the UK National Digital Archive of
Datasets (NDAD) web site (Ashley, 2004).

Supervised Classification Approaches

Ifasetofcontrolled vocabulary isused to annotate
image content, such an image annotation task can
be seen as a problem of supervised classifica-
tion. i.e., a set of known examples can be used
to develop a classifier or a model for predicting
unknown data (Tsai & Hung, 2008). Those class
labels correspond to the words contained in the
controlled vocabulary. Due to the nature of im-
age annotation, various supervised classification
approaches have been proposed to achieve the
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task. For instance, Vailaya, Figueiredo, Jain, &
Zhang (Vailaya, Figueiredo, Jain, & Zhang, 2001)
employed three Bayes classifiers to perform
three-stage classification on scenery images.
Ghoshal, Ircing, & Khudanpur (Ghoshal, Ircing,
& Khudanpur, 2005) developed hidden Markov
models and chose the optimal ones for two dif-
ferent image datasets COREL and TRECVID,
respectively. For annotation ofhome photos, Lim,
Tian, & Mulhem (Lim, Tian, & Mulhem, 2003)
designed a three-layer feed-forward neural net-
work to learn 26 categories, each contains color
and texture features from the partitioned regions
of photos. To annotate architectural objects, such
as buildings, towers, bridges, Igbal and Aggarwal
(Igbal & Aggarwal, 2002) extracted their shape
features and then applied a k-NN approach for
image classification. Other approaches to image
annotation can refer to (Tsai et al., 2008).

AN EXAMPLE: ANNOTATION OF
MAMMOGRAPHIC IMAGES

Framework of Image Annotation

The framework of mammogram annotation shown
in Figure 1 is divided into classifier training and
image annotation. In the classifier training stage,
we firstly proposed the feature extraction methods
of mammographic lesions based on BI-RADS
standards. The methods are then used to extract
image features to train classifiers of individual
lesions. The development and training of classi-
fiers is called the classifier training stage. At the
image annotation stage, those trained classifiers
are applied to classify the lesions presented in the
mammograms. Those mammograms associated
with specific lesion classes can be tagged with
the names of lesions. The crucial components
of the annotation framework are the mammo-
graphic feature extraction method and the clas-
sification approach, which are described in the
following sections.
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Mammogram Dataset

The mammogram dataset used in this work was
obtained from the Digital Database for Screening
Mammography (DDSM), which freely avail-
able for download at http://marathon.csee.usf.
edu/Mammography/Database.html. The major
advantage of using a public database is that it al-
lows reproduction of the results and comparison
with other studies. Another advantage is that the
DDSM includes cases that are representative for
a screening population (Varela, Timp, & Karsse-
meijer, 2006). The DDSM consists 02,620 cases,
available in 43 volumes. A case is a collection of
mammograms and information corresponding
to one mammography exam of one patient. The
mammograms in each case include a craniocau-
dal (CC) and mediolateral oblique (MLO) view
of each breast. A volume is a collection of cases
collected together for purposes of ease of distri-
bution. The DDSM database provides the chain
codes of the suspicious regions and metadata of
each abnormality using the BI-RADS lexicon
and contains associated ground truth information
about the locations of abnormalities, which were
indicated by atleast two experienced radiologists.
Metadata include the date of study and digitization,
the breast density and assessment categories, a
subtlety rating, the type of pathology and detailed
categorization of the nature of the perceived ab-
normality. With these chain codes, the outlines
of the abnormalities can be identified, enabling
us to crop the regions of interests (ROIs) from a
full sized mammograms.

Visual Feature Extraction

BI-RADS Standards

The Breast Imaging Reporting and Data System
(BI-RADS) (American College of Radiology,
2003) was developed by the American College of
Radiology to enable standardised classification for
evaluating the morphology of breast lesions and
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Figure 1. A framework of mammogram annotation

Training J\ Lesion BI-RADS
Data ﬂ/ Detection Lexicon
Feature
Extraction
Classifier
Training
Mammogram Lesion J\ Image
Dataset Classification ‘\/ Annotation

the categorisation of the findings in an unambigu-
ous report. Since the BI-RADS lexicon has been
widely used by physicians and radiologists for
interpreting mammograms (Baker, Kornguth, &
Floyd, 1996; Berg, Campassi, Langenberg, & Sex-
ton, 2000; Muhimmah et al., 2006; Sampat et al.,
2006), the proposed mammogramretrieval system
aims to automatically assess the mammographic
lesions based on their definitions specified in the
BI-RADS. According to BI-RADS, masses are
characterised based on shape, margin and density
while calcifications are described by type and
distribution. The definitions of those pathological
characteristics used to interpret mammographic
abnormalities in this study are listed in Table 1.

Detection and Segmentation of
Calcifications

Mammograms, like most radiographs, differ es-
sentially from general images, in the sense that
they are limited to exposure dose of X-ray. The
exposure dose of X-ray is kept as low as possible
for patient’s safety (Veenland et al., 2002). Low
exposure dose of X-ray often resultin low contrast
inmammograms. As aresult, the contrastbetween

the areas of calcification and their backgrounds
is usually limited and, depending on the imaging
equipment and the image capturing conditions, the
dynamic range of grey scales in different mam-
mograms may vary significantly. To compensate
for these issues, histogram equalisation needs to
be performed first on all the mammograms. As
the size of the mammogram (i.e., ROI) is smaller,
histogram equalisation can produce better outcome
to enhance the quality of images.

Before extracting calcification features,
detection and segmentation of calcified spots
on the mammograms is performed in order to
obtain segmented mammograms, which clearly
describe the distributions of calcification and
types of individual calcified spots. It is observed
that calcifications usually appear as spots which
are the brightest objects when compared to other
breast tissues. The method (Wei & Li, 2006) in
Equation (1) is proposed to detect and segment
calcified spots from mammograms. Denoting
the (7,) -th pixel of a mammogram g as g(i,j) the
response 7(i,j) of g(i,j) to the spot detector D can
be defined as
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Table 1. The classification of masses and calcifications in BI-RADS

CALCIFICATION DISTRIBUTION

CALCIFICATION TYPE

* Clustered (Grouped): Multiple calcifications occupy a small
volume (less than 2 cc) of tissue.

* Linear: Arrayed in a line that may have branch points.

* Segmental: Deposits in a duct and its branches raising the
possibility of multifocal breast cancer in a lobe or segment of the
breast.

* Regional: Calcifications scattered in a large volume of breast
tissue.

* Diffuse (Scattered): Calcifications are distributed randomly
throughout the breast.

* Punctate: Round or oval, less than 0.5 mm with well defined
margins.

» Amorphous: Often round or “flake” shaped calcifications that are
sufficiently small or hazy in appearance.

* Pleomorphic: These are usually more conspicuous than the
amorphic forms and are neither typically benign nor typically malig-
nant irregular calcifications with varying sizes and shapes that are
usually less than 0.5 mm in diameter.

* Round and Regular: They are usually considered benign and
when small (under 1 mm), they frequently are formed in the acini
of lobules.

* Lucent Centre: These are benign calcifications that range from
under 1 mm to over a centimetre or more. These deposits have
smooth surfaces, are round or oval, and have a lucent centre. The
“wall” that is created is thicker than the “rim or eggshell” type of
calcifications.

* Fine Linear Branching: These are thin, irregular calcifications
that appear linear, but are discontinuous and under 0.5 mm in width.

Source from BI-RADS

Figure 2. Filter mask used to detect calcified spots

-1 -1 -1

-1 8 -1

-1 -1 -1
0 Vif gli ) < T
thg)= iiD(w)-g(Hw-—,Hy—Tﬂy if g(i,4) > T

(1)

where X and Y are the numbers of rows and col-
umns of spot detector D. The Laplace operator,
as shown in Figure 2, is applied to serve as spot
detector D to detect calcified spots. The threshold
T is defined as

T=apu+(l—a)M )

where | and M are the mean and maximum grey
scales ofthe mammogram and a. determines where
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between the mean and maximum the threshold 7
should lie. To avoid picking up noise and mislead-
ing information in the detection process, a priori
knowledge that calcified spots are usually bright-
er than the backgrounds is introduced to form the
threshold 7 for considering the brightness varia-
tion in individual mammograms. In Equation (2),
if a is set to 0.5, this will take the average of the
mean and maximum as the threshold. The spot
detectors will skip those pixels with their grey
scale lower than the threshold T by setting their
corresponding responses to 0.

Without the self-adaptability to the set of a,
0.5 is the best suitable value in this study to detect
calcification spots and avoid picking up noise in
mammograms. A self-adaptability method for the
parameter o will be proposed in future to tune the
optimal value against the variation of each mam-
mogram. Two segmentation results of linear and
diffuse distributions are shown in Figure 3 and
Figure 4, respectively. Once calcified spots have
been detected, the resulting output can be used
to calculate its calcification features, which are
described in the following three sections.
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Figure 3. Segmentation of a calcification mammogram. (a) A calcification mammogram with linear

distribution. (b) The segmented mammogram.

Tfu ) L)

(b)

Figure 4. Segmentation of a calcification mammogram. (a) A calcification mammogram with diffuse

distribution. (b) The segmented mammogram.

(a)

Feature Extraction of Calcifications

According to BI-RADS, calcification is charac-
terised by type and distribution. Type refers to
the characteristics of individual calcified spots,
such as shape, margin, and density. Distribution
refers to characteristics of all the calcified spots

(b)

in a mammogram considered together, such as
the spread range and density of calcification and
the arrangement of the calcified spots (American
College of Radiology, 2003) As both type and
distribution are taken into consideration together,
this will result in diverse calcification lesion cat-
egories (see Table 1), each seen as a particular
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lesion. To provide a visual interpretation of this,
a pictorial representation of the two calcification
characteristics based on their definitions in Table
1 isshown in Figure 5. More specifically, Figure 5
shows the schematic representation of pathological
characteristics of calcifications described in Table
1. From Figure 5 and Table 1, it can be found that
the calcification features used in EI-Naqa, Yang,
Galatsanos, Nishikawa, & Wernick (EI-Naqa,
Yang, Galatsanos, Nishikawa, & Wernick, 2004)
only measure the distribution pattern of calcifica-
tions, and ignore the type of individual calcified
spots. Furthermore, the study does not take account
of linear distribution and segmental distribution
in the description of distribution patterns.

Four calcification mammograms with different
lesions are shown in Figure 6. The mammogram
in Figure 6(a) is considered punctate and clustered
calcification because the calcified spots are oval
shape and group together. The shape of individ-
ual calcified spots and the pattern of the whole
distribution in Figure 6(b) both show a linear
pattern so the lesion is considered fine-linear
branching and linear calcification. Calcified spots
in Figure 6(c) with varying sizes and shapes are
thought as the plemorphic and segmental calcifi-
cation. With round and small spots in appearance,
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Figure 6(d) is considered the amorphous and
clustered calcification mammogram.

Calcification Types

Calcification types refer to the characteristics of
calcified spots found in mammograms (American
College of Radiology, 2003). Spot size and spot
shape are two major issues extracted to describe
calcification types, as they contain all the informa-
tion required in this work (Table 2). In Table 1,
calcified spots with respect to calcification types
are described as “round or oval, less than 0.5
mm” for the punctate type, “often round or flake
shaped” for the amorphous type, “malignant ir-
regular calcifications with varying sizes and shapes
that are usually less then 0.5 mm in diameter”.

Calcification Distribution

Calcification distributions in mammograms refer
to the characteristics all the calcified spots in a
mammogram considered together (American Col-
lege of Radiology, 2003). In Table 1, the calcifica-
tion distribution are described as “calcifications
occupy a small volume of tissue” for a clustered
distribution, “arrayed in a line” for a linear distri-
bution, and “scattered in a large volume of breast

Figure 5. Pictorial representation of the calcification characteristics
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tissue” or “distributed randomly throughout the
breast” for a diffuse distribution. With the above
description for calcification distributions, the six
distribution features (EI-Naqa et al., 2004) used
in this work are as follows (Table 3).

This study also takes the problem of false
positive detection of calcified spots into account.
Since most calcification mammograms contain a
lot of calcified spots, some features will not be
affected by the appearance of a few of false
positive spots. For example, we can apply the
generalised orders of magnitude to calculate the

number of calcified spots. However, if the number
of false positive is too many, some features may
affect the effectiveness of our system performance.
Hence, how to deal with the issue will be one of
our future works.

SVM CLASSIFICATION

Suppose a set of training data belonging to two
separate classes are given D={(x,y,), i = 1,..., [}
CXxR where X denotes the space of input image

Figure 6. Examples of calcification characteristics. (a) Punctate and clustered calcification, (b) Fine-
linear branching and linear calcification; (c) Plemorphic and segmental calcification,; (d) Amorphous

and clustered calcification.

()

()
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Table 2.
Spot Size: All calcified spots are first found from the segmentation results, and then the average size of all the calcifica-
tion spots is computed.
Spot Shape: Individual spot shapes are described by the first 15 Zernike moments.
Table 3.

Brightness of Calcifica-
tions:

This is the average pixel value of the all pixels inside the calcified spots.

Number of Calcified
Spots:

When a small number of calcified spots are found in a mammogram, all the detected spots are normally
taken into consideration for the distribution characteristic. However, when a large number of spots appear
in a mammogram, the significance of each spot in a particular category is reduced. To make approximate
comparisons, the number of calcified spots can be represented in generalised orders of magnitude, an esti-
mate measure of quantity expressed as a power of 10. Therefore, the number of spots is computed according
to n=10-log, (number), where number and n are the actual number of spots and the value representing the
feature in this work.

Dispersion of Calcifica-
tions:

Dispersion is defined as a measure of the spatial property of being scattered about over an image area, repre-
sented by the 15 Zernike moments of the binary image directly transformed from the segmented mammo-
gram. As the segmented mammogram only preserves the calcified spots and removes the underlying breast
tissue, the feature extracted from a segmented mammogram directly reflects the calcification distribution.

Contrast of Calcifica-
tions:

This is the ratio between the average pixel value of calcified spots and that of their surrounding regions,
formed by using the morphological ‘dilation’ operation with a circular structuring element.

Diffuseness of Calcifica-
tions:

This feature, inter-distance between calcified spots, is computed as follows: 1) A segmented mammogram
is transformed into a binary image where the pixels corresponding to the centres of the individual spots are
set to 1 and all the rest of the pixels are set to 0; 2) A Delaunay triangulation is next applied to connect the
centres of the calcified spots in this binary image. The resulting shape of a Delaunay triangulation expresses
the spatial diffuseness of the calcified spots in a binary image; 3) To describe the resulting shape of this
triangulation and facilitate the similarity comparison, the average mean and standard deviation of the inter-
distance between neighbouring calcification spots is computed based on this triangulation.

features, ye{1,-1}denotes the associated label,

y(wyz)+0)>1-¢,i=1,...,1,§ >0, (5

and / represents the number of training examples.

The set of data can be optimally separated by the

hyperplane

SO=(nx)+b.

which allows for some classification errors. The

!
term Z &, representing the number of training
i=1
3) errors is added into Equation (4) to reformulate
the quadratic optimization problem

This can be expressed as the quadratic opti-

mization problem [1]

.1 5
min || w [[’,
w,b 2

subject to y, (Wx)+b) > 1,V i=1,...,[. (4)

Then, slack variables ¢, are introduced torelax
the hard-margin constraints
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where the regularization constant C>0 determines
the trade-off between the empirical error and the
complexity term. As introducing Lagrange multi-
pliers a, the primary problem can be transformed
to its dual problem, which is easier to solve.
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For nonlinearly separate data, SVM maps
the input data into a higher dimensional space
through an underlying nonlinear mapping ¢(-) and
then finds an optimal hyperplane in the feature
space. However, the computation of (I)(xi)-(l)(xj))
is intractable to work directly in the feature space.
To circumvent the problem, the function K(xl.,xj) =
$(x) d(x))is applied to yield the inner products in
feature space. Any function that satisfies Mercer’s
conditions can perform the implicit mapping. The
kernel functionis used to avoid explicitly comput-
ing features ¢ Therefore, the optimal a* can be
obtained by the following equation

a*:argmaxf%zl:zl: oy K(z zl:%
a i1 j-1

k-1

(7

where K(x,x’) is the kernel function performing
the nonlinear mapping from the input space into a
high dimensional feature space. Those examples
i¢sv (support vector) for which o, = 0 are ignored.
As a is determined, b* and w* can obtained to
find the hyperplane. This study considers three
of kernel functions: radial basis functions (RBF),
polynomial, and splines kernels.

Probabilistic Scaling

Suppose y, and f; are the desired output and the
actual output of SVM of data element i, respec-
tively. In the binary class case, the output of the
whole training data set is sigmoid, and can be
interpreted as the probability of class 1. The lo-
gistic likelihood produces the cross-entropy error

E == [ylogf +(1-y)log(— )] ()

which represents the negative log likelihood. To
apply the output of SVM for logistic regression, y,
is transformed into the probabilistic value ¢, with
0 <z <1, which is transformed from

p =2 (9)

The parametric model proposed in [2] can fit
the posterior P(y=1|x). The a-posterioriprobability
P of'the class membership is computed using two
parameters A and 1 in Equation (10).

1
= . 0
b 1+exp(\f +n) (10)

The optimal parameters A* n* are determined
by minimizing the negative log likelihood of the
training data

Zt log(p

1
here p, = . 11
v 1+ exp(\f + 1) (b

min F(t,,p,) = +(1—t)log(1—p,)

To find the optimal parameter set v* = [A* n*],
the problem is solved by Newton’s method. New-
ton’s method is a numerical optimization method
that finds a minimum of a function F : " — R’
by approaching it with a convergent series of ap-
proximations. The search starts in an initial point
and computes the step toward the next point. The
termination test will be performed for minimiza-
tion until the minimum is found. The Newton’s
method based on the 2™ order Taylor series of
cost function can be represented as

F(V, + AV) :F(V“)+gAV+%AVTHAV+O(H AV IP)

zF(Vo)—i—gAV—F%AVTHAV (12)

where g is the gradient of F,
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g=VF = (13)

and H is the Hessian matrix

O°F  O°F

B N 9N
H=F"= e (14)

amoN  on®

Since ¥ represents a given value to variable
V in the function F(V +AV), Equation (10) can
be substituted by

G(AV) = F(V+AV) (15)

The minimum of the function G(AV) is given
when its derivative G’(AV) = 0.

G'(AV)=g+ HAV=0

SAV=-(H'g) (16)

where AV determines the step size toward the next
point. The optimal parameter set can be obtained as

VE=V_ LAV (17)

- final-1 final

Therefore, Equation (10) can be used to com-
pute the a-posteriori probability P, of the class
membership for each image in the database.

PERFORMANCE EVALUATION

Since the image annotation is seen as a classifica-
tion problem, we tested our algorithm on classi-
fication of characteristics of calcification lesions
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for the DDSM database. In calcification lesions,
distribution characteristics are divided into five
categories, including “clustered”, “linear”, “seg-
mental”, “regional”, and “diffuse” categories. Type
characteristics are classified into “punctuate”,
“amorphous”, “pleomorphic”, “round and regu-
lar”, “lucent centre”, and “fine linear branching”.
In performance measurement, the classification
accuracy rates for the dataset were computed by
comparing the assigned class and actual class.
The classification accuracy rate is the number of
correct classifications divided by the total number
of classification. Table 4 lists the experimental
results of classification obtained using the pro-
posed SVM algorithm and Bayes classification.
The experimental results show that the average
rate of the proposed algorithm is higher than that
of Bayes classification. Among the distribution
categories, the proposed algorithm can achieve
the highest accuracy on the “clustered” category
in distribution characteristic and “pleomorphic”
category type characteristic, respectively. Apart
from the classification performance, the results
can also be explained from the effectiveness of
feature extraction. Those features extracted for
describing calcification distribution are more
effective than those used for type characteristic.
Since calcified spots are too small, it is very dif-
ficult to precisely describe the characteristics of
individual spots. This indicates that the accuracy
rates for distribution characteristics are better than
those for type characteristics.

FUTURE RESEARCH ISSUES

Although automatic annotation for medical im-
ages has been an active research field and rea-
sonable progress has been made in past years,
many research issues remain open. This section
will address some of the issues on the future
research agenda.
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Table 4. Classification accuracy rates obtained using the proposed SVM algorithm and Bayes classification

Characteristic of Calcification Lesion Proposed Bayes
Distribution Characteristic

Clustered 87% 80%
Linear 80% 81%
Segmental 83% 75%
Regional 81% 78%
Diffuse 77% 72%
Type Characteristic

Punctate 78% 68%
Amorphous 79% 70%
Pleomorphic 83% 77%
Round and Regular 75% 78%
Lucent Centre 72% 65%
Fine Linear Branching 80% 76%
Average Accuracy 79.5% 74.5%

Standard Controlled Vocabulary

Controlled vocabulary plays a vital role in the task
of medical image annotations because controlled
vocabulary can not only allow users to specify
their queries from a list of predefined words, but
also simplify the complexity of image annotation.
Although several medical thesaurus resources
have been created for medical use, standard
controlled vocabulary for each type of medical
image still needs to be recognized by the medi-
cal professionals. In addition, standard controlled
vocabulary should contain precise definitions of
vocabulary and their characteristics.

User Interaction

Human intervention during the training stage can
greatly improve the performance on image annota-
tion. Relevance feedback is a powerful technique
used for facilitating interaction between the user
and the annotation algorithm. The research is-
sue includes the learning algorithms, which can
dynamically update the weights embedded in the

query object to model the high-level semantics
and perceptual subjectivity.

Standard Evaluation Test-Bed

Standard evaluation test-beds should be con-
structed for the comparison between different
annotation algorithms. The difficulty in creating
evaluation test-beds is that evaluation test-beds
need to include distinct categories and the number
of'the total images should be great, like actual im-
age databases. In addition, the information about
lesion details should also be provided.

CONCLUSION

Image annotation is considered as a vital task
for searching, and indexing large collections of
medical images. This chapter presents a complete
scheme for automatic annotation on mammo-
grams. Firstly, we present the feature extraction
methods based on BI-RADS standards. This
ensures that the meaning and interpretation of
mammograms are clearly characterized and can
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be reliably used for feature extraction. Secondly,
we propose the SVM classification approach
to image annotation. Finally, our experimental
results demonstrate that the scheme can achieve
fair performance on image annotation.
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ABSTRACT

Digital image storage and retrieval is gaining more popularity due to the rapidly advancing technology
and the large number of vital applications, in addition to flexibility in managing personal collections
of images. Traditional approaches employ keyword based indexing which is not very effective. Content
based methods are more attractive though challenging and require considerable effort for automated
feature extraction. In this chapter, we present a hybrid method for extracting features from images
using a combination of already established methods, allowing them to be compared to a given input
image as seen in other query-by-example methods. First, the image features are calculated using Edge
Orientation Autocorrelograms and Color Correlograms. Then, distances of the images to the original
image will be calculated using the L1 distance feature separately for both features. The distance sets
will then be merged according to a weight supplied by the user. The reported test results demonstrate
the applicability and effectiveness of the proposed approach.
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INTRODUCTION

Due to the rapid development of the internet and
the world-wide web, multimedia information
and visual data has become more common than
ever. Moreover, with the ease of access to image
databases and the increase in the availability of
multimedia information, the need for efficient im-
age retrieval has become a matter of concern. The
widespread technologies of today let us browse
the visual data related to its text content; that is,
its corresponding tag. Although the available text
based search engines are in high demand, they
are not always sufficient; merely depending on
the textual information and indexing is hardly
satisfactory in terms of availability, accuracy
and effectiveness. Some of the drawbacks with
the methods used for indexing can be viewed as:
(i) they do not conform to a standard description
language; (ii) they are inconsistent; (iii) they are
subjective; and (iv) they are time consuming (Id-
ris & Panchanathan, 1997). In order to meet the
needs of the users and overcome the drawbacks
of the methods based on textual information and
indexing, content based image retrieval (CBIR)
hasbeen the point of focus in many recent research
efforts, especially since the early 90s.

The large number of diversified image re-
sources had bottlenecked efficient image retrieval
methods. For instance, ifimages from last century
(black and white) and contemporary news media
are mixed together and stored in a database, dif-
ficulties arise when multiple criteria are required
to retrieve a set of similar images. The hybrid
approach for CBIR is therefore advantageous
due to the complex nature of images with current
technologies. By using hybrid retrieval criteria, im-
ages are more accurately retrieved and compared.

The development of automated CBIR systems
has been an attractive research area due to its
wide range of applications in critical fields like
bioinformatics and medical imaging, space im-
ages, personal collections, homeland security, etc.
There are many CBIR approaches described in the
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literature, e.g., (Chang & Jay Kuo, 1993; Howarth
& Ruger, 2004; Kubo et al. 2003; Smith & Chang,
1996; Sun & Ozawa, 2003); the two papers (Velt-
kamp & Tanase, 2000; Zachary & Iyengar, 1999)
include good surveys of CBIR systems. Moreover,
various instances of hybrid methods are present
in the literature. For instance, Gebara and Alhajj
(2007) introduced a combination method using
data mining techniques; feature-based methods
are presented in (Howarth & Ruger, 2004; Ziou
et al., 2009), where hybridized features can be
used to generate CBIR systems; an automated
system is covered in (Smith & Chang, 1996) with
hybridized methodology.

Some of the known systems could be briefly
mentioned as follows. QBIC (Niblack et al.,
1993) is one of the most-well known and earliest
content-based image retrieval systems. The VIR
Image Engine (Bach et al., 1996), developed by
Virage Inc., is similar to QBIC in the sense that it
supports querying by color, shape, layout and tex-
ture. Multimedia Analysis and Retrieval System
(MARS) (Huang et al., 1996) project was started
at the University of Illinois to develop an effec-
tive multimedia database management system.
Photobook (Pentland, et al., 1994) project was
developed at MIT and uses the features of the
images for comparison. In WBIIS (Wang et al.,
2001), Wang et al. developed an image retrieval
systemusing Daubechies wavelet transformation.
In SIMPLICITY (Wang et al., 2001), Wang et al.
developed animage retrieval system in which they
developed different image features for different
image types. WaveQ (Gebara & Alhajj, 2007)
which was developed earlier at the University of
Calgary is another CBIR system using Wavelets
to narrow down the search to a single cluster.
Then, the similar images are retrieved from the
closest cluster.

The problem may be roughly defined as fol-
lows. Given a query image, the term CBIR rep-
resents the process of retrieving related images
from a collection of images on the basis of image
features such as color, texture and shape. The
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tools, methods and algorithms used originate from
fields such as pattern recognition, computer vision,
signal processing, neural networks and statistics.
Achieving higher accuracy is always the concern
especially in vital application like medical image
processing, homeland security, remote monitoring,
etc. Extracting the best descriptive features is the
main challenge in the process.

The shape feature is one of the major key at-
tributes when used for characterizing an object,
because the human eye sees images as composed
of individual objects, which can be basically
best characterized by their shapes (Zhang & Lu,
2001). Face recognition, image preprocessing,
space exploration, computer vision, fingerprint
identification, handwriting analysis, medical
diagnosis, meteorology and manufacturing are
among areas which benefit from the shape feature
while CBIR is in use. There are many proposed
methods to accomplish the content based retrieval
by shape features such as Transform methods,
Fourier transform (Zhang & Lu, 2001), Neural
networks methods, region based methods that use
moment descriptors. Shape retrieval focuses on
three primary points: shape representation, shape
similarity measure and shape indexing (Zhang &
Lu, 2001).

Color histograms are widespread in CBIR
based on the color feature. They are based on the
color distribution in an image. They are easy to
implement and are efficient, moreover they are
insensitive to small changes in camera viewpoint
and angles (Pass & Zabih, 1996). Thus, they could
be considered practical. However, they do not
include any spatial information, and are therefore
liable to false positives. This problem creates an
obstacle for usage in large databases. Moreover,
the histogram is not robust to large appearance
changes (Huang et al., 1997).

Image clustering has been the main focus of
many recent research efforts. Assuming that every
objecthas an associated value on every dimension,
most previous clustering models have focused on
grouping objects with similar values on a subset of

dimensions (Yangetal.,2002). Thus, they lack the
adequacy to capture consistency among objects in
animage. Therefore, clustering methods to capture
coherence by a subset of objects on a subset of
features, while allowing non-existing attribute
values, are being offered (Yang et al., 2002).

Inthis paper, we introduce a hybrid method with
the help of a combination of already established
methods. First, the shape and color features of the
images are to be calculated using Edge Orienta-
tion Autocorrelograms and Color Correlograms,
respectively. Then, the features will be compared
to a given image, calculating the distance of the
original image to the given image separately
for both features. After all the images had their
distances calculated to the given image, the dis-
tances will be sorted and ranked in a single list by
merging the two separate distance lists according
to the weight specified by the user. The conducted
experiments produced good results on non-texture
images with single and multiple objects.

The rest of this paper is organized as follows.
Section 2 presents the implementation of the pro-
posed approach. Section 3 covers all components
ofthe proposed hybrid approach. Section 4 reports
experimental results. Section 5 is conclusions and
future work.

Implementation Overview
of Proposed Method

We aim to create a system which is easy to use
by considering the diversity of the users. With
the widespread usage of computers and other
handhold electronic devices, it is necessary to
have the system flexible enough to be smoothly
and effectively used even by those who have little
knowledge of the computer technology. Further,
we emphasize the accuracy in this study, and thus
the time-effectiveness is a secondary concern. Our
system should support as many image file exten-
sions as needed. Also, it should be extensible for
future usage and contributions.
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Features and Benefits

The system provides the necessary features to
meet the needs of the users who wish to use it for
CBIR; that is, the current implementation is in-
tended to serve both causal users and professional.
It providing for basic needs of casual users who
are mostly interested in retrieving images from
a large database, personal collection or publicly
available collections. It also meets the needs of
professional who are interested in conducting
targeted search to retrieve images that match a
given query image in scientific experiments or for
security purposes like to track a terrorist suspect.

The proposed solution gives users the oppor-
tunity to specify the influence of each feature. In
other words, it allows the users to choose how
much each feature affects the retrieved results.
For instance, the users may choose to disable the
color or edge features as required; users are also
able to dictate how much they affect the result
they retrieve.

Used Techniques and Technologies

The proposed solution has been presented as a
desktop application, written in C#£NET. We de-
veloped the system on Visual C # 2008 Express
Editions. Inthe rest of this section, we describe how
each feature is adequately handled by the system.

A color correlogram demonstrates how the
spatial correlation of pairs of colors changes ac-
cording to the distance (Huang et al., 1997). This
is essential in guiding the process for detecting
the components in a given image.

The shape detection is computed with the
help of the edge orientation autocorrelograms.
The Sobel Operator is used for our edge detec-
tion algorithm. It is effective enough to serve the
target as demonstrated in the test results reported
in this paper.

Edge detection refers to algorithms that intend
to identify the points where the image brightness
changes dramatically; that is, discontinues. The
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change in brightness indicates a change from one
part of the image into another. The Sobel Opera-
tor computes the gradient of the image intensity,
showing how dramatically the image changes at
that point, hence demonstrating the resemblance
of that point of the edge to be detected (Sobel &
Feldman, 1973).

Fundamentally, an edge orientation autocor-
relogram characterizes an image feature at which
edges are classified on their orientations and
correlation between their neighbor edges. Con-
sequently, it keeps track of the continuous edges
and lines of images while major shape properties
are also investigated and kept. The obstacles that
may normally arise while using CBIR (such as
scaling and rotation changes in the viewpoint) are
dealt with by using normalization (Mahmoudi et
al., 2003). The effectiveness of normalization is
very feasible from the conducted testing.

PREVIOUS AND PROPOSED WORK
Color Correlograms

Acolorcorrelogramis amethod for comparing im-
ages. It takes into account the spatial information
of the color pixels in an image; hence it produces
better methods than simple color histograms and
the similar methods that do not use this informa-
tion. We prefer to use this method for two reasons:
(1) it yields good results, performing fairly well
when there are images of the same place but with
different lighting, zooming, etc, (2) it is not dif-
ficult to compute and doesn’t take too much time
or memory (Huang et al., 1997).

When calculating the correlogram, let us as-
sume we have an image that is n x n pixels and
call the image /. The correlogram looks at the
positions of colors relative to each other in an
image. It is basically a table in which each entry
has three properties: the source pixel, a pixel of
the color we are searching for, and the probability
of finding the target pixel. This probability can
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be calculated using the following formula (Huang
etal., 1997):

V(1) & Pr ey €1, | |p = p| = K]

Here i and j are elements of the set {1, 2,...,
m}, where m signifies the number that the colors
in the image are quantized into, therefore ¢, shows
the ith color in this space. We show the pixels as
D, so that p, is the source pixel (the pixel having
the color 7) and p, is the pixel we are looking for.
We must keep in mind that:

Ipl_p2| = {maX (|x1 _x2|3 Iyl_y2|)}

In the above equation, x and y represent the
coordinates of a point p in the image. One other
thing to note here is the distance that we have use
in the search. This method chooses a fixed d that
defines the correlogram, which means thatdis the
maximum distance that will be searched. In this
method, we search for every & that is between 1
and d. Choosing this value is significant because
as d gets larger, the memory requirements will
increase, but if d is too small, the quality of the
procedure will decrease (Huang et al., 1997).

The calculation of the above probability is
done using histograms. We know that the prob-
ability of a pixel’s color in an image being c is
equal to the number of times the color occurs in
the image divided by the number of pixels in the
image. This can be formalized as shown below:
h, (I)&n*Pr_[pe 1]

C/

To compare two images (for this example, /
and J) with each other to find out how similar
they are, the following two formulas are used:

’ I - J |h,,Llé ‘ h{:, <‘[> - h’o( (J) |
i€[m)]

[T=T1,® 3 1l (D)=, (7))
Lje[:n]‘ke[d]

While working with these equations, we must
keep in mind that although these show that every
color is equally important, the importance can
be changed if necessary, to provide better results
(Huang et al., 1997).

Edge Detection

The shape detection part of the proposed hybrid
system is employed using edge orientation auto-
correlograms, which require an edge detection
method to be applied to the image first. As rec-
ommended by the authors of (Sobel & Feldman,
1973), we have used the Sobel Operator for our
edge detection algorithm, followed by the algo-
rithm of the edge orientation autocorrelogram.

Edge Detection with the Sobel Operator

The Sobel Operator can be defined as a discrete
differentiation operator. It computes an ap-
proximation of the gradient of the image intensity
function. For every point in the image, the Sobel
operator returns the corresponding gradient vector,
orthe norm of'this vector. Simply put, the operator
calculates the gradient of the image intensity at
each point, showing how ‘abruptly’ or ‘smoothly’
the image changes at that point, thus pointing out
the likeliness of that point in the image being an
edge (Sobel & Feldman, 1973).

Mathematically, the Sobel operator can be
described as two 3 x 3 kernels which are con-
volved with the original image to calculate an
approximation of the derivatives. Convolution
can be defined as a mathematical operator which
takes two functions and creates a third function
which represents the amount of overlap between
the two original functions. If our original image
is O, the horizontal derivative result image isR ,
and the vertical derivative result image is R, the
application of the convolution operator can be
shown with the following equations (Sobel &
Feldman, 1973):
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+1 0 -1
Ry, =[+2 0 —2/*0
+1 0 -1
+1 +2 +1
R =[0 0 0[*0
-1 -2 -1

where * denotes the 2-dimensional convolution
operation. Then, the gradient’s magnitude is cal-
culated as follows.

R= R’ +Ry2

Also, the direction of the gradient can be cal-
culated as an angle using the following formula:

R
0 = tan* [—y]
R,

Edge Orientation Autocorrelogram

Basically, an edge orientation autocorrelogram
defines an image feature where edges are clas-
sified on their orientations and the correlation
between their neighbor edges. Thus, it incorpo-
rates information of continuous edges and lines
ofimages and describes major shape properties of
images. Using normalization against scaling and
rotation, and natural properties of edge detection,
this technique can tolerate translation, scaling,
color, illumination and viewing position variations
(Mahmoudi et al., 2003).

The first step of generating an edge orienta-
tion autocorrelogram is edge detection, which is
detailed in the previous section. The algorithm
follows edge detection by a simple thresholding
operation to single out prominent edges and create
abinarized image. Then, the edges are segmented
into n uniform, 5-degree segments.
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The fourth step in the algorithm is to generate
a distance set which shows the distances from the
current edge that is used in calculating the corre-
lation; it is apparent that nearby edges have high
correlation. Mahmoudi et al. have described four
members set to be used in the algorithm presented
in their paper, containing only odd numbers, fol-
lowing the logic that if the information of an even
numbered pixel is needed, it can be obtained from
an odd numbered pixel around it.

The final stage of the algorithm involves the
actual computation of the edge orientation auto-
correlogram. The correlogram is a matrix with »
rows and d columns, where any element of the
matrix indicates the number of similar edges with
a certain distance between them. Two edges with
k pixel distances apart are said to be similar if the
absolute values of the difference between their
orientations and amplitudes are less than an angle
and an amplitude threshold value.

The generated feature vector is then normal-
ized to tolerate scaling, illumination and rotation.
The normalization procedures are quite simple;
detailed descriptions can be found in (Mahmoudi
et al., 2003).

Combining the Methods

The two methods described above have been
combined with the following approach.

First, features of the images are calculated
using the edge orientation autocorrelogram and
the color correlogram method. The features are
separately stored in an image property structure.

Querying the database of images is done
by example. The features of the query image
are extracted using the method detailed above.
The features of the query image are compared to
the features of the database images using the L1
distance method.

The L1 distance is the absolute value of
component-wise difference between two objects.
Given objects x = (x,x, x)andy =(y,y, ),
the L1 distance d is defined as:
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Figure 1. General workflow of the hybrid method for CBIR
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The total distance is calculated separately
for the two features; then combined according
to their weights. To do that, the distance sets of
both the edge orientation autocorrelogram and the
color correlogram will be statistically normalized
between 0 and 1. After that, the distance sets will
be multiplied by the user supplied weight. The
weights can be set by users according to image
properties, i.e., users can customize the impor-
tance between color and shape of query images.
For example, if the query image is monotone, the
user can completely ignore the color component
from the feature set, or may decide that the shape
of images is more important than color, which is
often the case when the image pool is large con-
taining both colored and black & white images
from various resources.

Then, the total distance between images will
be calculated by adding the distance sets together.

The images will then be ranked, the image
from the database with the smallest distance will
be ranked as the first image; the other images
follow the same suit. The method is expected to
produce better results than both edge oriented
autocorrelogram and color correlogram, given
a proper weight for a proper set of images. The
formal approach is symbolized in Figure 1.
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EXPERIMENTAL RESULTS
Database

Our first experiment was done with the 1000 image
database used in (Li & Wang, 2003) and (Wang et
al., 2001). The images consist of 256 x 384 pixel
sized color photographs. Every hundred images in
this set is a cluster by itself, composed of similar
photographs, such as tribal scenes, flowers, food
photos, horses, nature, etc. The goal within this
data set was to find images within the 100-image
cluster that the query image belongs to within the
first five ranks of reported results. Our second
experiment was with 30 images, where each im-
age has an existing counterpart which has to be
discovered by the algorithm.

Limitations

Within the bounds of the experiment, all tested
images are resized to 200 x 200 pixels to re-
duce the runtime cost of the algorithms. Even
then, analyzing the features of a single image
takes roughly 90 seconds on a 2.2 GHz Athlon
64, mainly due to our un-optimized algorithm
and serial execution. However, this should not
an issue because accuracy is the main target
in this research; it would be possible to speed
up the process by running in a more powerful
computing environment.
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Table 1.
True False
Actual True True Positive (TP) False Negative (FN)
Actual False False Positive (FP) True Negative (TN)
Features Results

72 color buckets are considered for color corre-
logram calculation, using the RGB color space.
The images are converted to grayscale for edge
orientation autocorrelogram calculation. Any edge
with a magnitude of under 25 is discarded during
the edge detection phase of the edge orientation
autocorrelogram. The distance set used in both
edge detection autocorrelograms and color cor-
relograms is D = {1, 3, 5, 7}. The merging ratio
for the first database is 30% edge orientation
autocorrelogram versus 70% color correlogram.
We discovered by experimenting that this is an
ideal ratio for color photographs. However, a 50%
ratio for each feature worked best for the second
experiment, where objects were the central focus
of the photographs. These ratios were discovered
through the use of a training set, which was a
sample group of images (5 from every cluster),
which the algorithm was tested on. The training
images were not used as the query images in
the experiment, but were left in the database to
provide noise.

Queries

There are no specific queries designed to use
with the first database; 20 images at random are
chosen, two from every cluster, and the images
ranking in the top ten are checked to see if they
returned images from the same cluster. For the
second database, the rank of the correct image is
checked to see if it was successful.
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The experiment indicated that the algorithm
achieved 85% success rate in the first part of the
experiment, which is to say on average, almost
eight images in the top ten ranked images will
be semantically related to the query image. The
failures were often minor, such as mistaking the
sea for the similarly colored and textured sky.
Beaches, tribal people and mountains ranked
the worst among the data sets, while dinosaurs,
buses and ruins provided excellent results.
This difference in results between different sets
can be attributed to the color complexity of the
photos. The second experiment showed that,
even when spread out among unrelated images,
the merged algorithm can find the answer to the
query within the top five ranked images at worst.
On average, the images show up in the second
place. Both of the experiments were tried with only
one feature instead of a merge. On both experi-
ments, the average success rate was significantly
decreased up to 15% loss in accuracy, compared
to our hybrid approach.

To further demonstrate the effectiveness of the
proposed method, we provide the related preci-
sion and recall statistics. To define precision and
recall, the normally utilized contingency matrix
is shown below (Table 1):

Based on the contingency matrix, precision is
defined as:

TP

precision = ———
TP+ FP

and recall is defined as:
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Figure 2. Precision and recall statistics for the proposed method
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In other words, precision is the fraction of
retrieved images that are relevant to ranked re-
sults, whereas recall is the fraction of the images
that are relevant to the query that are successful
retrieved within top ranked results.

To illustrate the effectiveness of CBIR, we
randomly choose 7 data sets from 1000 images,
each containing 10 images; we take top 10 ranked
results to compute precision and recall. The test
outcome can be positive (correctly retrieved) or
negative (incorrectly/notretrieved) and the related
entries in the contingency matrix are interpreted
as follows:

. TP: Selective images are correctly re-
trieved (within top ranked results).

. FP: Visually invisible images, such as pure
black and over-exposure images, or irrel-
evant images from the original data set that
are incorrectly identified by top ranked
results.

. FN: Selective images that are not retrieved
(within top ranked results).

The results are plotted in Figure 2.

5

e 7

From precision and recall statistics, we can
see that the general precision of retrieval is satis-
factory, provided that only 10 ranked results are
considered; and recall is low as expected, because
the 1000 images are clustered in the experimental
setting, leading to a potentially large number of
relevant images for difererent query images.

To compare the hybrid approach with single
methods, we change the weights assigned to
distance sets in order to adjust the importance
between color correlogram and edge orientation
autocorrelogram. For example, if we want to ig-
nore the color correlogram we set the weight to
0 and set the weight of edge orientation autocor-
relogram to 1. We randomly select images from
the original data set and retrieved similar images.
Our findings are described below:

1. For colored images with 2 or more objects
(suchas several people celebrating together),
the hybrid approach accuracy improves ap-
proximately 17%, compared with method
that only uses the color correlogram.

2. For monotone images (such as snow in
the mountain), the average improvement
of using single color correlogram is not
significant.

3. If we only use edge orientation autocor-
relogram, some color-rich pictures can be
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Figure 3. An example of a good match

A Hybrid Approach to Content-Based Image Retrieval

mistakenly retrieved as expected results for
queries. However, with our current imple-
mentation, which converts colored images
to grayscale, this effect is not significant (it
reports approximately 3% improvement for
certain images on average).

Comparison

When we compare our hybrid method to the other
methods, including plain Color Correlograms,
Edge Orientation Autocorrelograms or previous
work like Color Coherence Vectors (Pentland et
al., 1994), we see that our method performs better
than any of these methods. Given the same data
sets, plain Color Correlograms and Edge Orien-
tation Autocorrelograms achieved 59% and 44%
success rates, respectively, in the first experiment,
and could report a correct answer within the first
5 related images for the second experiment. An
implementation of the color coherence vector
method yielded 52% for the first experiment, and
results within the first 5 related images for the
second experiment. Clearly, the proposed hybrid
method surpasses all these algorithms when they
are used solely. However, it should also be noted
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that while our method is better on average, there
are some types of images it stutters at, and one of
these other methods may be more suited for such
image. Forexample, EOACs excel at the compari-
son of object-only images, while CCs find similar
color features better than CCV or histograms. Our
method addresses this concern by allowing users
to specify the weights of the included methods.
Fine tuning the weights can lead to near perfect
results with almost all images. However, this fine
tuning requires human expertise for better tune
up. We are currently looking at some approaches
to automate the whole process if possible, though
finding appropriate values for the contribution of
each attribute is challenging. Finally, some of the
good and bad matched images are displayed in
Figure 3, 4, 5, 6, and 7.

CONCLUSION AND FUTURE WORK

In this paper, we presented several CBIR algo-
rithms and proposed a way to combine them in
order to create a more effective system of image
retrieval than its subsystems (parts). We have
demonstrated that the combinations of the algo-
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Figure 5. An example of single object matching

Figure 6. An example of a good first match

rithms will surpass the results presented by the
originals, albeit at a small level.

The implementation has been coded using
C#.NET as its framework enables us to provide
an easily extendable solution, as well as allows
us to create a more presentable application rather
than a flattestbed. To remove the burden of having
to re-code simple image tasks such as resizing or

iterating through the pixels of an image, we have
opted to use the open source AForge framework
(http://code.google.com/p/aforge/).

This study provides a base for further studies
and improvements. Since the basic idea of this
paper itself is to combine several content-based
image retrieval algorithms and techniques to get
better results, it encourages further studies to
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adapt new algorithms and techniques as well as
adding new features resulting in better outcomes
and more efficiency.

Finally, it is worth mentioning that throughout
this study, a few clustering algorithms and tech-
niques have been attempted including k-means
algorithm (Alsabti et al., 1998; Arthur & Vas-
silvitskii, 2007). After testing these techniques
and algorithms and not experiencing the expected
outcomes in the end, it is later decided that more
advanced clustering or segmentation algorithms
should be implemented in the future. It is con-
sidered that Graph Partitioning Active Contours
(GPAC) for Image Segmentation (Sumengen &
Manjunath, 2006), which basically focuses on the
active contours and curves rather than only the
colors, could be a sufficient way to satisfy the clus-
tering / segmentation needs for our study. GPAC
introduces anew type of diverse segmentation cost
mechanisms and related active contour methods
which mainly focus on pairwise resemblance of
the pixels, which allows for discrimination of
the foreground and the background parts of the
photo, thus allowing us to apply our algorithm
to just the foreground or the background, giving
us better results.
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KEY TERMS AND DEFINITIONS

CBIR: It is the acronym for content based
image retrieval. Given a query image, It finds the
visually similar images.

104

A Hybrid Approach to Content-Based Image Retrieval

Color Correlograms: Color correlogram is
the spatial pairwise color correlation according
to distance.

Edge Detection: Edge detection is a problem
to find object boundaries in image analysis.

Edge Orientation Autocorrelogram: It de-
fines an image feature where edges are classified
on their orientations and the correlation between
their neighbor edges.

Sobel Operator: Discrete differentiation
operator in edge detection.
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Chapter 7

A Survey on Feature Based
Image Retrieval Techniques

Ling Shao
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ABSTRACT

In this chapter, we review classical and state of the art Content-Based Image Retrieval algorithms.
Techniques on representing and extracting visual features, such as color, shape, and texture, are first

presented. Several well-known image retrieval systems using those features are also summarized. Then,

two recent trends on image retrieval, namely semantic based methods and local invariant regions based
methods, are discussed. We analyze the drawbacks of current approaches and propose directions for

future work.

INTRODUCTION

With the rapid growth of the Internet, a huge
number of images are produced and stored ev-
ery day. The need to retrieve relevant images
from a huge and growing database is shared by
many groups, including radiologists, journalists,
librarians, photographers, historians, and data-
base engineers. Most existing Image Retrieval
systems are text-based. Traditionally, Images are
first annotated using text, and then text-based

DOI: 10.4018/978-1-61350-126-9.ch007

Database Management Systems are used to per-
form Image Retrieval. However, the content in
an image is often not well captured using words,
which results in erroneous or inaccurate annota-
tion. Furthermore, manually annotating millions
of images is a time-consuming and tedious task.
Another drawback of text-based image retrieval
results from the subjectivity of human perception,
i.e. for the same image content, different people
may perceive it differently.

Disadvantages with text-based image retrieval
have provoked growing interest in the develop-
ment of Content-Based Image Retrieval (CBIR).

Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
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That is, instead of being manually annotated by
text-based keywords, images are indexed by their
visual content, such as color, texture, etc. The per-
formance of a CBIR system is highly dependent
on the distinctiveness and robustness of the visual
features extracted from an image.

The remainder of this chapter is organized as
follows. In Section 2, visual feature representation
and extraction is discussed. Feature extraction
is the basis of Content-Based Image Retrieval.
Features discussed include color, texture, shape
and spatial layout. An overview of a number
of commercial and research CBIR systems is
presented in Section 3. In Section 4, recent work
in CBIR is reviewed. Finally, the conclusion is
drawn in Section 5.

VISUAL FEATURE
REPRESENTATION AND
EXTRACTION

The representation of visual features in images
is a fundamental issue in Content-Based Image
Retrieval. Computer vision and patternrecognition
algorithms provide the means to extract numeri-
cal descriptors which give a quantitative measure
to such features. The features employed in most
CBIR techniques include: color, texture, local
shape and spatial layout. The following is a brief
description of some current methods for extracting
such features and the similarity measures between
such features.

Color Representation

Coloris one ofthe most widely used visual features
inImage Retrieval. Itisrelatively easy to compute
and is independent of image size and orientation.
The perception of color is dependent on the chro-
matic attributes of images. From a physical point of
view, color perception is dependent on the spectral
energy distribution of the electromagnetic radia-
tion that strikes the retina. From the psychological
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pointof view, color perception isrelated to several
factors, including color attributes (brightness,
chromaticity and saturation), surrounding colors,
color spatial organization, the viewing surround,
the observer’s memory/knowledge/experience,
etc (Bimbo, 1999).

Several ways have been proposed for repre-
senting color. The RGB color representation is a
reasonable choice when there is little variation
in the recording or in the perception, since the
representation is designed to match the cone color
channels of the eye. An image expressed as (R,
G, B) makes most sense for processing digitized
paintings, photographs and trademarks, where
the planar images are taken in frontal view under
standard conditions. The use of opponent color
representations (Swain and Ballard, 1991) makes
a substantial improvement to the RGB color rep-
resentation. The employment of opponent color
axes (R-G, 2B-R-G, R+G+B) has the advantage
of isolating the brightness information on the
third axis. The first two (chromatic) axes can be
down-sampled, since humans are more sensitive
to brightness than to chroma. The CMY (Cyan,
Magenta, Yellow) color representation is usually
used for color printing (Sharma, 2003). They are
the complements of Red, Green and Blue, and are
called subtractive primaries since they are obtained
by subtracting light from white. The HSV (Hue,
Saturation, Value) representation is often used
because of its invariant properties (Gonzalez and
Woods, 2002). For example, the hue is invariant
under camera rotation and illumination changes,
so is more suitable for image retrieval.

Color histograms are one of the most com-
monly used color feature representations in Image
Retrieval. They are obtained by discretizing image
colors and identifying the proportion of pixels
within an image having specific values. The color
histogram of a circularimage region is invariant to
camerarotation, because rotation does not change
the proportion of pixels that have particular color
intensity levels inside the circular region. Zoom
also does not affect the color histogram of an



A Survey on Feature Based Image Retrieval Techniques

image region, if the scale of that region is selected
properly. However, color histograms are sensitive
to illumination variations, because illumination
changes have a shifting effect on histograms. The
use of normalized RGB through their sum, or
only using the Hue and Saturation components
of the Color representation can largely resolve
such lighting sensitivity problems (Hashizume et
al., 1998). Only using color histograms is usually
not effective for image retrieval, because images
containing very different content could result in
similar color histograms.

Some alternative color feature representations
are proposed for utilizing the spatial relations be-
tween color pixels, e.g. color constants (Worring
and Gevers, 2001), color signatures (Kender and
Yeo, 1998) and blobs (Chang et al., 1997).

Color features can be compared using common
similarity measures between feature vectors. For
example, the similarity between color histograms
canbe evaluated by computing the L or L, distance
between them. The L, or L, distances D, and D,
respectively between a query image histogram
H(Q) and the histogram of a test image in the
database H(7) are defined as follows:

— YOI HQ) - H(T)| n
" 1/2
D,Q.T) = | Y (HQ) ~ H(T) @)

where 7 represents the index in the histogram bin.
If two images are similar, the distances tend to
be small.

There are also some similarity measures thatare
specific for comparing color features. Swain and
Ballard (1991) proposed Histogram Intersection
as asimilarity measure for Color Histograms. The
Histogram Intersection between a query image and
an image in the database is defined as:

n &)

The value of HI(Q, T) ranges from 0 to 1, with
1 being the Histogram Intersection of two same
images, and zero when they are highly dissimilar.

Niblack etal. (1993) presented a technique for
comparing the histograms between similar but not
identical colors. In order to reduce the indexing
dimension, the 256 most significant colors are first
extracted from the RGB color space. The distance
measure between two images is then defined as:
D(@Q,T) = (H(Q) — H(T))" W(H(Q) — H(T)() )

4

where W is a weighting matrix representing the
extent to which the histograms bins are perceptu-
ally similar to each other. W, ;is estimated accord-
ing to the Euclidean dlstance d, between colors i
and; in the Munsell color space (Munsell 1912):

W, =(1-d,, /max(d,))) (5)

The Color Correlogram, proposed by Huang
et al. (1997), is another popular approach for im-
age color comparison. This method describes the
global distribution of local spatial correlation of
colors. A Color Correlogram of an image is a table
indexed by color pairs, where the &-th entry for
(7, j) specifies the probability of finding a pixel
of color at a distance k from a pixel of color i in
the image. The Color Correlogram of an image /
can be defined as follows:
CCzkj(I) = P(I(pl) = iv[(pQ) = ]“ b — D |: k)
(6)
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where p denotes a pixel in the image, and /(p)
represents the color of pixel p. Color Correlograms
are more effective in discriminating images than
Color Histograms, since they capture the spatial
correlations of colors in an image.

Texture Representation

Texture refers to the visual patterns which are
perceptually homogenous, but for which the in-
dividual elements that comprise the pattern carry
little information. Texture has both a statistical
and a structural (repetition) aspect. It contains im-
portant structural information about surfaces and
theirrelationship to the surrounding environment.
Periodicity, smoothness, coarseness, regularity
and degree of complexity are some of attributes
of a texture. Scale is also a critical property of
texture, because a textured region may appear
textureless when it is observed at a different scale.

Although texture is an accepted visual con-
cept, a precise definition of texture tends to be
intangible. Ballard and Brown (1982) state: “The
notion of texture admits no rigid description, but
a dictionary definition of texture as ‘something
composed of closely interwoven elements’is fairly
apt.” Atextureis usually represented by numerical
measures that are derived from texture features in
either the space or frequency domain. Statistical
and structural representations are the two widely
used measures for describing the texture of an
image region.

Due to the periodicity property of texture,
auto-correlation can be used as a texture represen-
tation that describes the spatial size of grey-level
primitives. The lag k auto-correlation function of
an image region R can be defined as:

Z(I(i) — i) (L = k) — pp)
AC(I, k) = <& S UG =17

ieR

(7
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where /(i) indicates the intensities of the image
region, and u, the average of the intensities in
R. The auto-correlation value of a coarse texture
decreases slowly with distance, while the auto-
correlation value of a fine texture decreases rapidly
with distance.

The co-occurrence matrix (Haralick et al.,
1973) canbe used as atexture feature that describes
the spatial relationships between grey-levels. Each
element in the matrix P (i, j) represents the prob-
ability of two pixels having the grey-levels of i
and j at a given distance D. The co-occurrence
matrix can be defined as follows:

P,(irj) = P((p,) = i, 1(p,) = 7 || p, — p, = D)
(8)

where P is probability, and p, and p, denote the
locations in the grey-level image I. The distance
D is defined in polar coordinates, with discrete
length and orientation. The dimension of the co-
occurrence matrixis Nx N, iftheimage L has N grey
values. Some attributes of these co-occurrence
probabilities have been used to characterize the
properties of a texture region. These attributes are
defined as follows:

energy = Z P*(i, 5) 9)
contrast = Z (i — 7)) P(i, ) (10)
entropy == P(i, j)log, P(i, j) (11)

i,j

homogeneity = E P, j)

— (12)
o 1+ | =] |

The co-occurrence matrix method is not
suitable for textures composed of large patches,
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because it does not consider the primitive shape
of the texture.

Textures can also be represented by fractal
properties such as fractal dimension. Fractal
dimension characterizes the coarseness of the
texture surface. Fractal dimension can be estimated
using various methods, such as spatial correlation
estimator, Fourier estimator, surface estimator,
box counting, and blanket estimator. Freeborough
(1997) compared several fractal dimension esti-
mation methods and concluded that Fourier based
estimation correlates more closely with the true
fractal dimension than all other methods.

Textures can also be represented in the fre-
quency domain by analyzing the power spectral
density function. Since the coarseness of textures
isdependent on the spatial periodicity, the spectral
energy of coarse textures tends to be concentrated
atlow spatial frequencies, and the spectral energy
of fine textures is concentrated at high spatial
frequencies.

A texture representation based on texture en-
ergy is called a texture signature. Texture energy
was proposed by Laws (1980) using 12 basis
functions. 12 new images are first obtained by
convolving the original image with each of the
12 basis functions. Then each of these images is
transformed into an energy image by replacing
each pixel in the convolved image by an average
of the above values in a window centered on that
pixel. Therefore, each pixel in the original image
isrepresented by amulti-dimensional feature vec-
tor, which is dependent on the 12 texture energy
images. Texture signatures can be extracted from
the multi-dimensional space of the texture feature
vectors. The similarity between a query texture
and a target texture can be evaluated by computing
the correlation between their texture signatures.

The structural representation of texture as-
sumes that texture is constructed from texture
primitives according to certain placement rules.
Voorhees and Poggio (1987) and Blostein and
Ahuja (1989) used Laplacian of Gaussian func-
tions for filtering the image to extract texture

elements. Fu (1982) proposed a method that
regards the texture image as texture primitives
arranged according to a placement rule, which
is defined by a tree grammar. A texture is then
described as a string in the language defined
by the grammar, where the symbols are the
texture primitives.

The similarity between texture feature rep-
resentations is usually evaluated using distance
measures, such as Euclidean distance and Maha-
lanobis distance.

Shape Representation

Similar to texture, shape is a widely understood
concept but difficult to define formally. Marshall
(1989) defined shape as a function of position
and direction of a connected curve within a two-
dimensional field. Shape representations of an
object are usually based on a set of attributes
extracted from the boundary and interior of the
shape. Attributes can either describe the global
form of the shape, such as its area, compactness
and the major axis orientation, or local elements
such as interesting points and corners. Generally,
shape representations can be divided into two
types: region based (internal) and boundary based
(external). The former describes the internal region
enclosed by the object contour, whereas the latter
characterizes the external boundary of the object.
Both the boundary based and region based shape
representations can be further divided in spatial
and transform domain methods. The latter covers
techniques that are based on mathematical trans-
forms, such as Fourier and Wavelet transforms.

The use of moment invariants is one of the
most popular methods for describing the internal
region of a shape in the spatial domain. The mo-
ments of a region R are defined as:

M, = Y 2"y f(z,y) (13)

(z,9)eR
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where f{x, y) is the image and (p+q) indicates
the order of the moment. The moments can be
normalized to be invariant under transformations
such as translation, rotation and scaling. A set of
functions, called moment invariants, were pro-
posed by Hu (1962) based on the above moments.
Hu’s moment invariants have been employed by
numerous researchers in object recognition and
image retrieval.

The internal region of an object’s shape can
also be described in the transform domain using
some of the coefficients of their 2D discrete Fou-
rier transform. The 2D discrete Fourier transform
of a function f(x, y) defined over the set
{0,1,...,M —1}x{0,1,..., N —1} can be ex-
pressed as follows:

S

-1

=

F(m, n) =

T

f(x, y)€727rj(mm/M+ny/N) (14)

I
=3
Il
=

Y

With this representation, shape similarity is
evaluated in the transform domain. Therefore,
translation of f(x, y) results in a change of phase
of F(m, n). Rotation and scaling of f(x, y) result
in substantial changes in F'(m, n), i.e. the rotation
of f{x, y) results in equivalent rotation in F(m, n),
and the scaling of f(x, y) with the factor a results
in scaling of F(m, n) with the factor //a. To over-
come this, Marshall [37] proposed to repeat shape
matching at multi-scales and multi-rotations.

Wavelets can be used as another method for
describing the internal region of a shape in the
transform domain. The advantage of using wave-
lets for shape representation is that they allow
the shape region to be described from coarse to
detail. For example, Haar’s wavelets were used
by Jacobsetal. (1995) in amulti-resolution image
retrieval algorithm.

Boundary based representations can be ob-
tained by extracting those pixels that comprise
the boundary of the object shape. Since the total
number of boundary pixels may be large, usually
only the more perceptually significant points are
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selected. Chain encodingis a simple way of linking
such boundary points. A grid is superimposed on
the boundary in such a way that boundary points
coincide with grid intersections. The points are
linked by horizontal, vertical and diagonal line
segments which represent eight directions and
which are numbered from 0 to 7. In this way,
the approximated curve to the object shape is
encoded by a string of numbers. This method
is usually sensitive to irregularities of the shape
boundary, because irregular boundaries result
in chain encoding being very sensitive to noise.
Low-pass filtering is usually needed before chain
encoding is applied.

Histogram of edge directions (Jain and Vailaya,
1996; Gevers and Smeulders, 1998) is a popular
global boundary based shape representation in
the spatial domain. Edge detectors, such as Sobel
operator or Canny detector (1986), are first ap-
plied on the image to extract the edges and their
directions. A histogram is then generated on the
quantized directions of the edges. The use of his-
togram makes the approach translation invariant,
and the scale invariance is realized by normalizing
the histogram with the number of edge points in
the image. One disadvantage of the method is that
histograms are notrotation invariant. To overcome
this, Jain and Vailaya (1996) proposed to smooth
the histograms to reduce their sensitivity to rota-
tion. A histogram can be also constructed on the
curvature of all the boundary pixels (Sonka et
al., 1998).

“Shape context” introduced in (Belongie et
al., 2001) is another well-known boundary based
shape representation in the spatial domain. A set
of discrete points sampled from the outlines of a
shape is used to represent the shape. The shape
context of a reference point is described by a his-
togram of the relative positions of the remaining
points of the shape. Two matching techniques are
proposed by Mori et al. (2001): one using a small
number of representative shape contexts, and
the other based on vector quantization of shape
contexts feature space.
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The Fourier Descriptors (Gonzalezand Woods,
2002) are one of the major representations for
describing the boundary of a shape in the trans-
form domain. If the shape boundary is sampled
with a constant step size at NV locations, the Fou-
rier Descriptors can be obtained by applying the
discrete Fourier transform on the boundary curve
as follows:

N-1

Z 2(n)e PN (15)

FD(k) = %
n=0

where z(n) represents the complex boundary
curve. The Fourier Descriptors are independent
of'the starting point of the sampling. Rotation and
scaling invariance is made by an improvement
proposed by Rui et al. (1996). Similarly, shape
boundaries may be also represented by Wavelet
Descriptors (Chuang and Kuo, 1996). Hough
transform (Hough, 1962) has also been used for
shape representation (Chan and Sandler, 1992).

In shape representation of the spatial domain,
similarity is measured as a distance in a multi-
dimensional feature space. Distance measures,
e.g. Euclidean distance and Mahalanobis distance,
are used for calculating the similarity between
shape feature representations. The methods are
usually sensitive to shape distortions, and there is
no guarantee that human perception of closeness
corresponds to the topological closeness in feature
space. In transformation based shape representa-
tion, similarity measures are more robust to shape
distortions, and are more tolerant to partial occlu-
sions, because spectral information represents the
main character of the shape.

Spatial Relationships

Spatial relationships between entities such as
points, lines, regions, and objects can be classified,
according to their geometric concepts, into direc-
tional relationships and topological relationships.

Relative directions such as left of, right of, above
or below are used in directional relationships. In
order to define directions, a reference orientation
must be established. The reference entity can be
objects inside the image or an external frame.
Topological relationships utilize concepts from set
theory between close entities, e.g. containment,
overlapping, adjacency and disjunction.

The representation of spatial relationships can
be divided into object-based structures and rela-
tional structures. Object-based structures combine
spatial relationships with the visual information
about each entity (Hoiem et al., 2004). A space
partitioning technique that enables a spatial entity
tobe located in space is needed. Object-based rep-
resentations include Grids, Quadtrees and R-Trees
(Li, 1998). Relational structures separate spatial
relationships from the visual information about
those entities (Benn and Radig, 1984). Relational
structure representations consider entities in the
image to be symbols. Among the relational rep-
resentations, 2D Strings, proposed by Chang and
Liu (1984), is one of the most popular methods.
A 2D String is a two-dimensional symbolic string
constructed from the symbolic image. RS-Strings,
introduced by Huang and Jean (1996), is another
approach for relational structure representation.

Image retrieval according to spatial relation-
ships is performed by matching the query repre-
sentation against the spatial structures representing
spatial knowledge in the images.

Content-Based Image
Retrieval Systems

Many Content-Based Image Retrieval systems
have emerged with the development of Internet
and digital image databases. This section surveys
some well-known image retrieval systems: some
of them are commercial systems; others are for
the purpose of research/demonstration. Since
each of the systems is renowned and influential,
the survey is presented in a sequential way and
the overall discussion of all the cited systems is
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drawn at the end of the section. For each system,
the features extracted using techniques discussed
in the previous section are first reviewed, then
the similarity measures and the methods how the
retrieval results are presented are summarized. For
more comprehensive reviews of classical CBIR
systems, please refer to (Veltkamp and Tanase,
2000; Smuelders etal., 2000; Antani et al., 2002).

QBIC

QBIC is one of the most famous commercial im-
age retrieval systems and was developed by IBM
(Niblack et al., 1993). The features used include
color, texture and shape. The color features consist
of the 3D average color vector of a segmented
object or the whole image in RGB, YIQ, Lab and
Munsell color space, and a256-dimensional RGB
color histogram. The texture features computed
are the coarseness, contrast, and directionality
attributes. The shape features extracted include
shape area, circularity, eccentricity, major axis
orientation and a number of moment invariants.
These shape features are extracted for all the
object contours, semi-automatically detected in
the database images. The features extracted from
the whole image are easily affected by differing
backgrounds and object occlusions. The accuracy
of segmented objects is highly dependent on the
segmentation algorithms.

QBIC supports queries based on example
images, user constructed sketches and selected
color and texture patterns. The color and texture
pattern are chosen from a sampler.

The color distance between a query image and
a database image is a weighted Euclidean dis-
tance, where the weights are the inverse standard
deviation for each component over the samples in
the database. The average color distance and the
quadratic histogram distance are used for match-
ing two color histograms. The texture and shape
distances are both weighted Euclidean distances
between feature vectors.
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Virage

Virage Image Engine is another commercial
Content-Based Image Retrieval system devel-
oped by Virage corporation (Bach et al., 1996).
Features are built upon five abstract data types:
global values and histograms, local values and
histograms, and graphs. Color, texture and shape
features can be extracted based on these primitives.
The use of global features and features detected
on segmented regions also hinders the generality
of the retrieval system.

The similarity measure between images is the
combination of similarity scores computed using
the distance functions defined for each primitive.
These individual scores are combined using a set
of weights in a way characteristic to the applica-
tion. The overall score is then stored in a score
structure, which allows a quick recomputation of
the score for a new set of weights.

The Virage Image Engine provides anumber of
facilities for image insertion, image query, weight
adjustment for re-query, inclusion of keywords,
support for several popular image file formats,
and support for queries by sketch.

VisualSEEK

VisualSEEK is developed by the Image and
Advanced Television Lab, Columbia University
(Smith and Chang, 1996). Each image in the
database is first decomposed automatically into
regions of equally dominant colors. Color and
shape features are then extracted from these
regions. The Color Set which is extracted us-
ing the back-projection technique is used as the
color feature. Shape features computed include
the region centroid, region area, and the width
and height of the minimum bounding rectangle
of the region. A query is to find the images that
contain the most similar arrangements of similar
regions. The decomposition of image regions of
equally dominant colors makes the system limited
to certain image types with distinctive colors.
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For matching of two images, the similarity
measures of the color and shape features are first
computed independently. The color set similarity
is defined as S(cq, c l)=(cq - c)’A(cq - ¢), where c,
c, are two color sets and 4 is the color similarity
matrix. The Euclidean distance is used as the dis-
tance between the centroids of regions, while the
distance ofarea between two regions is the absolute
value of the difference. The distance between the
minimum bounding rectangles of two regions is
calculated using the L, metric. The total distance
between two regions is the weighted sum of the
four distances above.

NETRA

NETRA is developed by the Department of Elec-
trical and Computer Engineering, University of
California, Santa Barbara (Ma and Manjunath,
1999). Images are first segmented into regions of
homogeneous colors, and color, texture, shape
and spatial location features are extracted from
these regions. Color is represented by a color
codebook 0f 256 colors which are quantized from
the RGB color space. The color feature vector is
then defined as f = (c,, p,,...,¢,,p,), where c,
indicates the index into the color codebook, and
p, the fraction of that color in the region. The
texture feature vector is represented by the means
and standard deviations of the amplitudes of
Gabor decomposition of the image region:
Jr = (Hogs-es oy Oo g5 0, ) » Where sindicates
the number of scales, and & the number of direc-
tions. The shape is represented by three feature
vectors: f,, which is based on the curvature; f,,
which is based on the centroid distance; and f,
which is based on the complex coordinate func-
tion. The homogeneous color based region seg-
mentation technique makes the algorithm not
applicable for images dominated by textures
or structures.

The distance between two color feature vectors
is the weighted Euclidean distance in RGB space.

The distance between two texture feature vectors
is calculated using the L, metric. The Euclidean
distance is used for the distance between two
shape feature vectors.

Photobook

Photobook is developed by the Vision and Model-
ling Group, MIT Media Laboratory, Cambridge
(Pentland et al., 1996). Three types of image
content, namely faces, 2D shapes and textures,
are represented by features. Faces are represented
by the eigenvectors of a covariance matrix as an
orthogonal coordinate system of the image space.
Texture features, which are viewed as homoge-
neous 2D discrete random fields, are expressed
as the sum of three orthogonal components using
Wold decomposition. The three components cor-
respond to periodicity, directionality and random-
ness. Shape features are extracted from the feature
points on the silhouette of the segmented region.
These feature points are then used as nodes in
building a finite element model of the shape. The
eigenvectors are then computed from the shape
model to determine a feature point correspondence
between this new shape and some average shape.
The system still relies on the robustness of the
region segmentation, which is highly content
dependent.

The distance between two eigenimage repre-
sentations is calculated using the L, metric. Two
shape features are compared by computing the
amount of strain energy needed to deform one
shape to match the other.

PicToSeek

PicToSeek was developed by the Intelligent
Sensory Information Systems group, University
of Amsterdam (Gevers and Smeulders, 2000).
Images are represented by feature vectors
which are the combination of color and shape
invariants. Color models are proposed indepen-
dent of the object geometry, object pose, and
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illumination change. Shape invariant features are
then computed from the color invariant edges.
For image search, PicToSeek uses the k-nearest
neighbor classifier. PicToSeek collects images
on the Internet and catalogues them into various
image styles and types. Then, the invariant color
and shape features are extracted to produce a
high-dimensional image index for automatic
image retrieval. The color and shape invariants
are not robust for background confusion and
object cluttering.

PicToSeek allows for image search by visual
browsing through the precomputed image cata-
logue, query by pictorial example and query by
image features. The retrieval process is conducted
in an interactive, iterative manner guided by the
user with relevance feedback.

CIRES

CIRES (Igbal and Aggarwal, 2002) was presented
by the Computer and Vision Research Centre, the
University of Texas at Austin. The system com-
bines structure, color and texture for retrieving
images in digital libraries. Structure is extracted
via hierarchical perceptual grouping principles,
which construct lower-level image features, such
as edges, into a meaningful higher-level inter-
pretation. An approach for color analysis is used
for mapping all colors in the color space into a
fixed color palette. Texture feature is extracted
using a bank of even-symmetric Gabor filters.
The similarity measure of structure and texture is
calculated using the Euclidean distance. Histogram
intersection measure is used for color. Again, the
global features used make the system unpracti-
cal for images containing different objects with
cluttering.

Most of the aforementioned Content-Based
Image Retrieval systems use color and texture
features, some use shape features, and only very
few use spatial relationships. One feature type
only works for images dominated by that feature,
e.g. texture features are most suitable for images
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with manifest textures. The frequencies of usage
reflect the accuracy and effectiveness of these
features. The more accurate and more reliable the
features can be extracted, the easier it is to use the
features in the right way. All the above systems
attempt to combine various features, such as color,
texture and shape, into a composite feature vec-
tor, which results in high dimensionality and low
performance. However, separate features don’t
have the discriminative power to retrieve images
in general, because the variety of image types in
a real-life image database is enormous. Another
drawback of the available CBIR systems is that
the features are extracted from segmented regions,
which makes the systems vastly dependent on
the accuracy of the segmentation algorithm used.
Unfortunately, segmentation methods are usually
designed for particular image classes, but not
for any images in general. Those classical image
retrieval systems can therefore only be used for
narrow-domain image databases, which contain
certain image types, but will perform poorly for
broad-domain image databases, which contains
an extensive variety of image types.

RECENT DEVELOPMENTS IN CBIR

In this section, recent advances in CBIR are re-
viewed. Most of the techniques cited have notbeen
developed into commercial systems yet. There
are two major trends in CBIR. The first trend is
image retrieval using semantics. The purpose is
to bridge the gap between low level features and
semantic meanings. The second trend is using
local invariant regions for image retrieval. The
following discussed techniques are grouped ac-
cording to the two trends.

Semantic Based Methods
Vogel and Schiele (2004) presented a method

for natural scene retrieval based on the semantic
classification of typical regions in an image.
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The combination of scene classes in an image
can be used to construct the semantic concepts
of the image. The frequency of the occurrence of
various semantic concepts is then used to retrieve
scene categories.

Schober etal. (2005) described a semantic im-
age retrieval technique utilizing logical reasoning
about the semantic contents of the image. The
method consists of two parts: training and analy-
sis. An expert first models a domain dependent
entity and trains it by assigning typical image
regions to concepts of the domain. Features of
the assigned regions are automatically extracted
and the knowledge base is extended to map the
feature values to the concepts. An image can be
semantically classified by using the concepts of
the extracted regions.

Yang and Hurson (2005) proposed a hierarchi-
cal semantic based indexing scheme to facilitate
content-based image retrieval in ad hoc networks.
This search scheme employs a hierarchical struc-
ture to organize image data based on their semantic
contents. First-order logic expressions are used
for the representation of image content, and the
content-related mobile nodes are grouped into
clusters, which reduce the search cost of content-
based image retrieval. This search scheme is also
scalable to large network sizes and large number
of data objects.

A semantic repository modeling method for
image databases was introduced in (Zhang et al.,
2004). The semantic model uses a visual diction-
ary to represent different feature types, such as
color, texture or shape. A classification tree is
trained by images with known labels from the
visual dictionary. A semantic graph structure is
employed to demonstrate the relationships be-
tween the semantic repositories.

Duygulu and Vural (2001) developed an
algorithm for multi-level image segmentation,
based on the concept of uniformity tree, where
each node corresponds to a homogeneous region
according to the closed colors in the color palette
at any level of the uniformity tree. Therefore, a

stack of segmented images is obtained with dif-
ferent levels of detail. Semantic image retrieval
can then be carried out based on the uniformity
tree. In (Duygulu et al., 2002), they described an
approach for object recognition, where image
regions are associated with words. Images are
first segmented into regions, which are classified
into a variety of feature types. Amapping between
region types and concepts is then learned using
an expectation maximization technique.

Bringing out semantic meanings froman image
in a database still remains a challenging problem.
The available approaches are limited to small sets
of semantic concepts. They are not sophisticated
enough to deal with semantic retrieval in a broad
domain.

Local Invariant Regions
Based Methods

The first influential image retrieval algorithm
using local invariant regions was introduced by
Schmid and Mohr (1997). The invariant regions
that are invariant to rotation, translation and
scaling are detected around Harris corner points
(1988). Differential greyvalue invariants are used
to characterize the detected invariant regions in a
multi-scale way to ensure invariance under similar-
ity transformations and scale changes. Semi-local
constraints and a voting algorithm are then applied
to reduce the number of mis-matches.

Van Gool et al. (2001) described a method for
finding occurrences of the same object or scene
in a database using local invariant regions. Both
geometry-based and intensity-based regions
are employed. The geometry-based regions are
extracted by first selecting Harris corner points
(1988) as ‘anchor points’then finding nearby edges
detected by Canny’s detector (1986) to construct
invariant parallelograms. The intensity-based
regions are defined around local extrema in intensi-
ties. The intensity function along rays emanating
from a local extremum is evaluated. An invari-
ant region is constructed by linking those points
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on the rays where the intensity function reaches
extrema. Color moment invariants introduced in
(Mindru et al., 1998) are adopted as region de-
scriptor for characterizing the extracted regions.
A voting process is carried out by comparing the
descriptor vectors of the query and test images to
select the mostrelevant images to the query. False
positives are further rejected using geometric and
photometric constraints.

An image retrieval technique based on match-
ing of distinguished regions is presented in
(Obdrzalek and Matas, 2002). The distinguished
regions are the Maximally Stable Extremal
Regions introduced in (Matas et al., 2002). An
extremal region is a connected area of pixels that
are all brighter or darker than the pixels on the
boundary oftheregion. Local invariant frames are
then established on the detected regions by study-
ing the properties of the covariance matrix and
the bi-tangent points. Correspondences between
local frames are evaluated by directly compar-
ing the normalized image intensities. Matching
between query and database images are then done
based on the number and quality of established
correspondences.

Sivic et al. (2003, 2004) proposed a search
engine like algorithm for objects in video materials
which enables all shots containing the same object
as the query to be retrieved. Regions are first de-
tected by the Harris affine detector (Mikolajczyk
and Schmid, 2002) and maximally stable extremal
region detector (Matas et al., 2002). Each region
is then represented by a 128 dimensional invari-
ant vector using SIFT descriptor (Lowe, 1999).
Vector quantization is applied on the invariant
descriptors so that the technology of text retrieval
can be employed. In (Sivic and Zisserman, 2004),
they further developed a method for obtaining
the principal objects, characters and scenes in a
video by measuring the reoccurrence of spatial
configurations of viewpoint invariant features.

Aspecifichuman face imageretrieval approach
using local salient regions (Shao et al., 2007) was
proposed by Shao and Brady (2006). The salient
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regions are the locally most informative regions
which are highly repeatable under various view-
pointand illumination variations. Therefore, those
salient regions are potentially more suitable for
image indexing and retrieval. Similarity measures
based onnormalized correlation are used to match
query images and images in the database. In (Shao
& Brady, 2006), the authors further extend the
algorithm to apply on object category retrieval.
Generalized color moment invariants (Mindru et
al., 2004) are adopted to be the region descriptor
and a voting mechanism is used to search for the
most similar category to the query.

The utilization of local regions makes image
retrieval robust to occlusions, cluttering and
changes in the background. The invariance of the
detected regions and the region description enables
the algorithms to be robust under viewpoint and
illumination variations.

CONCLUSION

This chapter surveys content-based image retrieval
techniques. The feature representation and extrac-
tion approaches are first classified and discussed.
Then, we review several classical CBIR systems
which rely on either global features or features
detected on segmented regions. The inefficiency
and disadvantages of those narrow-domain
systems are also presented. Finally, two recent
trends in image retrieval research are discussed
and analyzed.

The existing image retrieval systems can only
beused for narrow-domain image databases, which
contain certain image types, but will perform
poorly for broad-domain image databases, which
contains an extensive variety of image types. This
has created a need for CBIR algorithms which
have the capability to retrieve images in general
either semantically or query based.
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ABSTRACT

Recent developments in video content analysis contribute to the emergence of multimedia database
management. With the rapid growth of digital videos, efficient tools are essential to facilitate content
indexing, searching, retrieving, browsing, skimming, and summarization. Sport video analysis has at-
tracted lots of research attention because of its entertainment applications and potential commercial
benefits. Sport video analysis aims to identify what excites audiences. Previous methods rely mainly on
video decomposition, using domain specific knowledge. Research on suitable and efficient techniques for
sport video analysis has been conducted extensively over the last decade. However, several longstand-
ing challenges, such as semantic gap and commercial detection, are still waiting to be resolved. This
chapter reviews research on sport video analysis and investigates the potential applications and future
trends of sport video analysis.
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INTRODUCTION

Rapid developments of digital video processing
technologies and communication infrastructure,
along with the increase of bandwidth, enable the
easy access, editing, and distribution of video
contents. More and more digital videos are now
available for entertaining, commercial, educa-
tional, and other purposes. As videos become
important sources of everyday knowledge, one of
the major problems that we face nowadays is the
ways to manage the explosive amounts of videos
generated everyday effectively, promoting high-
quality modes of life and consumer technology.

Multimedia and communication technologies
have become maturer after their rapid development
for almost half of a century. Digital technologies
are now widely applied to speech, audio, video,
and graphics in various commercial applications.
Furthermore, the availability of broadband wired/
wireless infrastructures and new technologies,
such as peer-to-peer networking, has changed
the distribution and exchange of digital media. In
this new era, research has shifted its focus from
technology development to novel applications.

Content-based video analysis aims at organiz-
ing videos into systematic structures so that their
semantic contents can be effectively represented
by still images, video clips, graphical repre-
sentations, and textual descriptors (Manjunath,
2000, 2002; Chang, 2001). Significant audio and
visual cues are used as the foundation for video
presentation. Suitable and effective techniques
for video content analysis have been studied and
developed extensively over the last decade. Due
to the content variations of each of the videos,
the style and extent selected vary greatly and no
standard can be found, which should be included
and excluded for content-based video analysis.
Furthermore, the ways to extract the semantic
meaning of videos are generally known to be an
open and challenging problem (Chang, 1997; Li,
2006; Rui, 1998; Yeh, 2005).
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Sport video analysis has drawn many research-
ers’ attention because ofits commercial potentials
in the entertainment industry. Audience rating is
anindicator of aforementioned factors. Increasing
audience rating and attracting advertisement are
the top priorities of TV broadcasters. Therefore,
Americanbroadcasters such as ESPN,ABC,FOX
and other local media try their best to attract audi-
enceattention by providing desirable broadcasting,
charming anchors, high definition videos, and
etc. Sport video analysis belongs to one of the
content-based video analyses. Sport videos tend
to be well-structured due to similar filming tech-
niques used in a sport game; therefore, they could
be analyzed. One goal of sport video analysis is
to extract the underlying semantic content. How-
ever, different from textual information, the wide
range of semantics appeared in multiple modes
in a sport video. Extracting semantics accurately
and concisely still poses an ongoing challenge
for research community. The expectations of the
users encourage the investigation of this growing
area. This chapter provides an overview of major
developments in sport video analysis. We discuss
semantic approaches to sport videos understanding
and the trend of this field. In particular, several
importantresearchissues are discussed, including
commercial detection, playfield detection, high-
light extraction, and etc. Potential applications
are also suggested. This chapter aims to discuss
sport video analysis. The rest of this chapter is
organized as follows: we first examine sport
video filming and discuss commercial detection
in broadcast TV programs, an essential step for
broadcast video processing. Then, several sport
video filming techniques are introduced. Research
issues of sport video analysis; including playfield
detection, highlight exaction and object tracking/
reorganization, are discussed. Finally, concluding
remarks and future trend of sport video analysis
are given.
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Figure 1. Camera-mounted positions in baseball field

SPORT VIDEO FILMING

Sport videos consist of audio and visual infor-
mation. Visual information is captured through
different cameras mounted in the playfield. There-
fore, shots in a sport video have different camera
distances and shooting angles. Previousresearches
show that sport video has its own syntactic struc-
ture with respect to game rules and presentation.
Though shots in sport video of a particular sport
differ from one game to another, these shots are
often directed in certain ways. The reason is that
most shots could be taken by cameras mounted
at similar places or locations, with similar field
coverage and shooting angles.

Take baseball games as an example, a baseball
video can be segmented into several representa-
tive shots, including pitching view, catch view,
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close-up view, running view, and audience view.
There are at least 6 Electronic Field Production
(EEP) cameras placed around a baseball field
as showed in Figure 1. These cameras provide
full coverage of the baseball field and record all
events happening in the field. Figure 1 illustrates
an event of a two-base hit with one runner scored.
The pitcher pitches the ball and the batter hits a
line-drive double to the left field, at the same time
the runner scores from the second base. Then the
manager comes out to make a mound visit. This
event is captured by cameras 1, 4, 3, 5, 2, 6, and
back to 1 consecutively.

Figure 2 shows the camera-mounted position
in tennis field. In this figure, one player hits a
serve and the receiver makes a good return and
earns a point. Cameras 1, 5, 3, 2, 4, 3, and back
to 1 takes these shots in sequence. From the above
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Figure 2. Camera-mounted positions in tennis court
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observation, we conclude that sport videos are
made of a sequence of shots. A Shot, recording a
continuous action in temporal and spatial, is a
basic element in video, which is composed of
consecutive frames taken by a single camera. A
series of shot transitions constructs an event. Due
to syntactic structure and the temporal relation of
shots, sport videos can be analyzed to further
capture their high-level semantics.

SPORT VIDEO ANALYSIS

Hundreds of digital TV sport channels can be
recorded for future playbacks and millions of
sport video clips available from the Internet for
streaming and/or file download. To manage these
sport videos effectively, it is important to develop
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automatic techniques for indexing, searching,
browsing, editing, summarizing, skimming,
and abstracting.

Commercial Detection

Commercials appear in broadcast TV programs
and are inter-mixed with general programs, oc-
cupying up to 20% of the total broadcast time.
Although commercials bring significantrevenues
for most privately owned TV companies, it is
quite annoying to be interrupted by commercials
when watching games. The detection and removal
of commercials are essential to video content
analysis, making content analysis algorithms more
efficient. Therefore, the separation of commercials
is the first step to TV program process, such as
sport video analysis for content management.
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Figure 3. Structure of a TV program (a) with black frames and (b) without black frame
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Furthermore, this technology can also be adopted
by advertisement companies to verify their con-
tracts on commercials broadcasted times.
Several methods and patents have been pro-
posed to deal with commercial detection prob-
lems. The most straightforward method is using
black frames as an “activity” detector to identify
commercials (Blum, 1992). Figure 3 shows the
structure of TV program with/without black
frames. However, because each nation holds dif-
ferent regulations, not all TV stations use black
frames to flag commercial breaks. In Lienhart’s
work (Lienhart,2001), monochrome frames, scene
breaks, and two “action” indicators (i.e. edge
change ratio and motion vector length) are used
to detect commercials. In (Marlow, 2001), the
rate of shot cuts is used to identify commercials;
shorter average shots show a higher probability to
be commercials. In (Duygulu, 2004), two impor-
tant characteristics of commercials, multiple-time

v

repeat and distinctive color/audio, are observed to
distinguish commercials from regular programs.
Zhang et al. proposed a learning-based TV com-
mercial detection scheme. Six basic visual and five
audio features are extracted from each shot, and a
setof context-based features are derived from these
basic features. Then, a SVM classifier is applied
to identify each shot as commercial or regular
program (Hua, 2005). Chang et al. transformed
the problem of commercial detection to infer the
optimal sequence through the duration model as
global characteristics (Mizutani, 2005). SVM
classifiers are employed to distinguish between
commercial and program segments based on their
local characteristics. The proposed method cap-
tures both global-local characteristics to finalize
decision. However, due to the variations of film-
ing techniques and the styles of commercials, the
detection and removal of commercials are still a
challenging problem.
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Figure 4. Various playfields

Playfield Detection

Playfield is one of major settings of sport videos.
Figure 4 shows various playfields. Identifica-
tion of playfield is, therefore, a good strategy to
decompose sport videos efficiently for further
semantic analysis. Each sport has its own play-
field and the colors of the playfields of each sport
vary from one to another. Moreover, the light of
playfields may change as time goes by because
a sport game lasts for several hours, often with
different lighting conditions. Kuo et al. proposed
a color-based GMMs (Gaussian Mixture Model)
model to segment the grass and soil of baseball
fields, which can extract different kinds of fields
efficiently with low error rate (Kuo, 2008). Chang
etal. first defined two states of soccer games, play
and break (Xie, 2004). The dominant color ratio
is detected through HSV (Hue-Saturation-Value)
color space, and motion intensity is calculated
from each macroblock. Finally, HMM (Hidden
Markov Model) is used to classify play and break.
In (Jiang, 2004), the authors also used GMM to
describe the sample clustering in the feature space,
and the proper parameter through such training is
obtained to match target statistics. Then, region-
growing operation is employed to screen out the
playfield from the background.

Highlight Detection
Highlights are often required when broadcasting.
Highlight extraction aims to provide fast brows-

ing techniques, determining the key moments
of an extraneous sport game such as “NBA 10
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TOP play” and “MBL TOP 5 plays.” Highlight
detection aims at providing a digested version
from a long sport game. Taking baseball games
as an example, the audience waits for the games
to proceed most of time when many interviews,
introductions, and commercials took place. Timeis
required for the next batter to walk up to the plate
after the previous hitter exchanges signals with
the catcher to decide the kind of the ball going to
be delivered, and for the change of inning when
both teams switch from offense to defense and
vice versa. Exciting events, such as home runs,
scoring, and double play, take place sparsely in
baseball games. Highlight detection could help
extract those exciting moments and skip those
waiting times.

Existing sport highlight detection methods
can be categorized into detection via content and
detection via external information. In (Rui, 2000),
only audio features are used to detect highlights,
along without visual features. Through manual
observation, crowd cheer, scoreboard display
and change in direction are used to develop three
models for highlight detection in (Nepal, 2001).
Identifying what interests the audience, (Hanjalic,
2003) used motion activity, density of cuts, and
audio energy to derive a function for detecting
exciting scenes. Chang’s research (Chang, 2002)
observed that most highlights in baseball games
composed of a special type of scene shots that
reveal context transition. The authors used field
descriptor, edge descriptor, and the amount of
grass, camera motion, and player height to train
four Hidden Markov Models (HMM) for four
kinds of highlights. With the aim of extracting



Extracting Sport Video Semantics

highlights for soccer programs, Chao et al. used
Dynamic Bayesian Network (DBN) (Chao, 2005).
Eight features (i.e. close-up view, audience re-
gion, replay, gate, board, referee, and audio) are
employed to train DBN to capture desired events,
penalty kick event, corner kick event, and card
event for soccer programs. Tian et al. (Duan,
2003) propose a mid-level framework to connect
low-level audiovisual processing and high-level
semantic analysis for various kinds of sports. The
proposed system can be applied to event detec-
tion, highlight extraction, summarization, and
personalization of sports video.

Xu et al. proposed a generic framework for
sport event detection, combining the analysis
and alignment of web-casting text and broadcast
sports videos (Xu, 2003). Web-casting text has
complete and accurate time information of events.
Therefore, events in sports videos can be captured
by aligning the time tag of web-casting text and
the event moment of broadcast sports videos.
However, notall broadcast programs are available
in the form of web-casting texts. Without event
time information on the internet, video content
analysis is still needed for many recorded sports
videos. Hsu et al. proposed a novel representation
method based on likelihood models through the
integration of audio-motion cues (Cheng, 2006).
The proposed models measure the “likeliness” of
low-level audio features and the motion features
to a set of predefined audio types and motion
categories, respectively. Finally, ahidden Markov
model (HMM) is employed to model and detect
the transition of semantics representation for
highlight segment extraction. Chuetal. proposed a
framework to detect events in baseball videos and
developseveral practical applications (Chu, 2008).
Rule-based decision and model-based decision are
used to detect semantic events explicitly. Practical
applications include the automatic generation of
box score, automatic game summarization, and
automatic highlight generation.

Although sport video highlight extraction has
been studied extensively, it is tough to define what

the “highlight” of each sport and for each audience.
The major difficulty lies in the semantic represen-
tation of what human recognizes as “highlights.”
Insoccer games, “goal scene” is generally consid-
ered as highlights while appears more attractive
because it is one of the most difficult ball skills to
master. Therefore, the ways to define highlights
and to extract their semantics from sport videos
are still a challenging research issue.

Scoreboard Reorganization

Superimposed caption, such as score box, con-
tains different kinds of information, and capture
significant events in sport games when it takes
place. Figure 5 shows examples of some score
boxes in baseball videos. The limitation of most
highlight detection systems mentioned above is
that they are unable to detect the exact high-level
semantics, including inning change, score and
strike out. Superimposed caption provides crucial
information for the understanding of sport videos.
Chang et al. proposed an event summarization
system using superimposed caption text detection
and recognition (Zhang, 2002). The proposed
system combines video text with camera view
recognition to accurately detect the various types
of high-level semantic events in baseball videos.
Hsieh et al. proposed a scoreboard detection and
reorganization system to acquire the accurate
information from different kinds of scoreboards
(Hung, 2008). The proposed system consists of
two steps: location and reorganization processes.
With the integration of scoreboard caption and
shot transition, encouraging performance can be
achieved for event-based video summarization
and retrieval systems. In (Chu, 2008), the authors
proposed a caption feature extraction method for
text and symbol reorganization. Text informa-
tion includes the number of scores, and symbol
information indicates base occupation and the
number of outs. The change of scores, outs, and
base-occupation situation are considered together
in event detection. Caption information is very
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Figure 5. Various score boxes in baseball videos
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helpful for sport video analysis; however, each TV
broadcast station has its own scoreboard styles and
it is tough to have a robust and generic method
that could be applied to all kinds of scoreboards.

Object Tracking

Object tracking enhances the performance of
sport video analysis, enrich the experience of
sport game watching, as well as provide insight-
ful information, such as tactic analysis, for sport
player training. Xiong et al. used a visual object
detection algorithm to detect most frequently ap-
peared scenes in sports programs by identifying
objects such as soccer goalposts and baseball
catcher (Xiong, 2005). Given that these objects
are always the focus of sport highlights, the
authors used these objects and audio features in
the highlight extraction of sports programs. In
(Yu, 2003), the authors proposed a trajectory-
based algorithm for the automatic detection and
tracking of balls in soccer videos. The proposed
method draws the trajectory of the ball as time
goes by and this information improves play-break
analysis, high-level semantic event detection, as
well as the detection and analysis of basic ac-
tions and team ball possession. In (Zhu, 2008),
the authors analyzed sport videos from tactics’
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instead of the audience’s perspective. The pro-
posed method extracts tactic information and
recognizes the tactic patterns from goal events in
soccer videos. Chu et al. proposed a method to
track ball trajectory through single view pitching
scenes based on Kalman filter (Chu, 2006). The
detected results, namely, trajectory, can be applied
to either entertainment or game analysis. In (Li,
2008), Lin et al. proposed a method to recognize
five baseball pitch types of baseball videos. The
proposed method models the temporal behavior
of pitch type using HMMs. Figure 6 shows an
example of ball tracking in baseball videos. Ball
tracking is still challenging due to the variations
of ball appearances over frames. The variations
come from its sizes, shapes, colors, and velocity,
which change irregularly over frames. There are
many other moving objects that make similar
situation as baseballs in sport videos. Moreover,
the balls are relative smaller than other objects
and often merged with lines and are immersed
in the backgrounds.

Pitching Shot Extraction and Its
Semantic Distribution Analysis

Baseball games have temporal syntactic struc-
tures because of the game rules. All events occur
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Figure 6. Examples of ball tracking in baseball videos
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Figure 7. Example of occurrence of the highlight between two pitching shots
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shot batter pitcher shot catcher batter shot

V<

Gap length

between two adjacent pitching scenes. In this
chapter, we propose a method to extract high-
level semantics of baseball videos from different
perspective. The distance between two consecutive
pitching shots is called “gap length” and the scene
between two pitching shots is called “pitching

Gap length

scene” (Yeh, 2009). Figure 7 shows the highlight
occurred between two pitching shots. The gap
length implies semantic information. Despite
its simplicity, the gap length gives considerable
semantic information for each baseball video.
However, most recorded broadcasting videos
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Figure 8. Flowchart of the proposed pitching-shot extraction
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Self-validation

contain commercials, degrading the accuracy of
pitching shot detection.

Given the huge amount of money made from
commercials, broadcasters must try to dram the
audience’s attention to the high frequency shot
cut and short shot interval. In this regard, we
observe the shot count distribution in a sliding
window. If the shot count in the sliding window
is larger than the average shot count of total slid-
ing window, it may belong to commercial shots.
Through this process, most of commercials are
removed. Although we do exclude commercials,
there are still a large number of non-pitching shots
remaining such as runner close-ups, pitcher close-
ups, batter close-ups, catch overview, and audi-
ence. Therefore, we try to exclude non-pitching
shots by calculating the average histogram dif-
ference within each shot and the average histogram
difference of total shots. Then, those shots larger
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than the average histogram difference of total
shots could be non-pitching shots and should
be excluded.

Although we use the aforementioned methods
to filter the non-pitching shots, more than 50%
of the candidate shots are not real pitching shots.
These non-pitching shots have similar histograms
as the real ones because they have the same
background (the same camera view) and similar
content. Therefore, we use self-validation method
to obtain a dominate cluster which contains pitch-
ing shots. First, we select the center frame of each
candidate pitching shots as its keyframe. Second,
we calculate the differences of each keyframe to
others. Then, the summation of the differences is
regarded as a criterion for pitching-shot similar-
ity. The keyframe with the minimum difference
is selected as the representative keyframe. This
representative keyframe is used to filter out the
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Figure 9. Gap length distribution of five baseball videos
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non-pitching shots. Figure 8 shows the flowchart CONCLUSION

of the proposed pitching shot extraction method.

Through the pitching-shot extraction, tempo-
ral syntactic structures of baseball videos can be
obtained. Here, the scene between two pitching
shots is called as pitching scene which may con-
tains highlight events. The gap length of each
pitching scene can be calculated. Five MLB
baseball videos recorded from the cable TV are
used to simulate the proposed algorithm as showed
in Figure 9. (NY: New York Yankees; BOS: Bos-
ton Red Sox; BB: Baltimore Orioles; T: Texas
Rangers; C: Cleveland Indians; TT: Toronto Blue
Jays). The length of each baseball game is about
3 hours. The gap length distribution of baseball
videos implies the type of that baseball game such
as pitcher’s duel or slugfest; therefore it can be
used for searching and retrieving. The applications
of gap length distribution can be further studied
for baseball video semantic analysis.

This chapter reviews the development of sport
video analysis and explores solutions to the chal-
lenge of extracting high-level semantics in sport
videos. We also propose a method to analyze
baseball videos via the concept of gap length.
The techniques introduced can be wildly applied
to many fields, such as indexing, searching, re-
trieving, summarization, skimming, training and
entertainment. Though previous work contributes
to these different areas greatly, they extract a
limited range of semantics in sport videos, lack-
ing the ability to produce personalized semantics
especially in highlight detection. Because of the
lack ofuser-oriented information, these techniques
lack the ability to produce personalized semantics
especially in highlight detection. Use-interaction
may be a solution to achieve personalization
in semantics extraction. Aiming overcome dif-
ferent types of sports and develop significant
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applications, sport video analysis continues to be
a hot research field.

Nowadays ball tracking techniques plays an
important role in the entertainment industsry. In
combination with computer vision and image
processing techniques, techniques proposed are
already applied to virtual environment and TV
broadcast enhancement. For example, QuesTec
[http://www.questec.com/] develops virtual three-
dimensional replay environment, SuperVision
system, for a baseball game. Instant replays can
be shown immediately, displaying any number of
pitches, ball trajectory, movement, ball speed and
plate-location etc. Video game product is another
promising research topic. Actions captured in the
playfield provide sufficient information for video
game development. Developing practical game-
play and creating a realistic experience, as you
are there, still need long-lasting efforts.
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Pitching Shot: Every baseball events start
from a pitcher throwing the ball. Consequently
the pitching shot is the basic element to our pro-
posed algorithm.

Gap Length: The distance between two con-
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ABSTRACT

In this chapter we present normal forms for the design of multimedia database schemes with reduced

manipulation anomalies. To this aim we first discuss how to describe the semantics of multimedia at-
tributes based upon the concept of generalized icons, already used in the modeling of multimedia lan-
guages. Then, we introduce new extended dependencies involving different types of multimedia data.
Such dependencies are based on domain specific similarity measures that are used to detect semantic
relationships between complex data types. Based upon these new dependencies, we have defined five
normal forms for multimedia databases, some focusing on the level of segmentation of multimedia at-
tributes, others on the level of fragmentation of tables.

INTRODUCTION

In the last decade multimedia databases have
beenused in many application fields. The internet
boom has increased this trend, introducing many
new interesting issues related to the storage and
management of distributed multimedia data. For
these reasons data models and database manage-
ment systems (DBMSs) have been extended in

DOI: 10.4018/978-1-61350-126-9.ch009

order to enable the modeling and management of
complex data types, including multimedia data.
Researchers in this field have agreed on many
characteristics on which to base the classification
of multimedia DBMSs (MMDBMS). Some of
them are (Narasimhalu, 1996):

. The data model for representing multi-
media information. This should provide
effective means to represent relationships
among media types.

Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
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. The indexing techniques used to enable
content based retrieval of multimedia
information.

. The query language. This should allow to
efficiently express complex characteristics
of data to be retrieved, like multimedia
data.

. The clustering techniques on multimedia
information to enhance its retrieval.

. Support for distributed multimedia infor-
mation management.

*  Flexible architectures.

The latteris a critical point, because multimedia
information systems are in continuous evolution.
Thus, it is important that the architectures of
MMDBMSs be flexible enough to be extensible
and adaptable to future needs and standards. A
conspicuous number of MMDBMS products
have been developed. Examples include CORE
(Wu et al., 1995), OVID (Oomoto & Tanaka,
1993), VODAK (Lohr & Rakow, 1995), QBIC
(Flickner et al., 1995), ATLAS (Sacks-Davis et
al., 1995), etc., each providing enhanced sup-
port for one or more media domains among text,
sound, image, and video. At the beginning, many
DBMS producers would preferably rely on the
object-oriented data model to face the complex-
ity of multimedia data, but there have also been
examples of MMDBMSs based on the relational
data model and on specific, non-standard data
models. However, in order to facilitate the dif-
fusion of multimedia databases within industrial
environments researchers have been seeking solu-
tions based on the relational data model, possibly
associated to some standard design paradigm,
like those used with traditional relational DBMSs
(RDBMSs). Extensible relational DBMSs have
been an attempt in this direction. Such DBMSs
store object data using the Binary Large Object
(BLOB) data type (IBM, 1995). BLOBs store
arbitrarily large objects in a database and allow
an object to have complex metadata which may
be interrogated using a general query interface.

In the last years DBMS vendors have pro-
duced extended versions of relational DBMSs
(Rennhackkamp 1997), with added capabilities to
manage complex data types, including multimedia.
Inparticular, these new products extend traditional
RDBMSs with mechanisms for implementing the
concept of object/relational universal server. In
other words, they provide means to enable the
construction of user defined Data Types (UDT),
and Functions for manipulating them (UDF).
New standards for SQL have been created, and
SQL3 (Elmasri & Navathe, 2003) has become
the standard for relational DBMSs extended with
objectoriented capabilities. The standard includes
UDTs, UDFs, LOBs (a variant of BLOBS), and
type checking on user defined data types, which
are accessed through SQL statements. Early ex-
amples of extensible RDBMSs include Postgres
(Stonebraker & Kemnitz, 1995), IBM/DB?2 ver-
sion 5 (Davis, 1999), Informix (Rennhackkamp,
1997), and ORACLE 8 (Oracle, 1999).

More recent projects address the needs of ap-
plications for richer semantic content. Most of
them rely on the MPEG-standards MPEG-7 and
MPEG-21. MPEG-7 (Kosch, 2003) is an XML-
based multimedia meta-data standard, which
proposes description elements for the multimedia
processing cycle from the capture, analysis/filter-
ing, to the delivery, and interaction. MPEG-21
(Kosch, 2003) is the standard defining an open
multimedia framework that will cover the entire
multimedia content delivery chain encompassing
content creation, production, delivery, person-
alization, consumption, presentation and trade.
MARS realizes an integrated multimedia informa-
tion retrieval and database management system,
that supports multimedia information as first-class
objects suited for storage and retrieval based on
their semantic content (Chakrabarti et al., 2000).
Multimedia Data Cartridge is a system extension
of the Oracle 91 DBMS providing a multimedia
query language, access to media, processing and
optimization of queries, and indexing capacities
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relying on a multimedia database schema derived
from MPEG-7 (Kosch et al., 2005).

The normalization of multimedia databases
needs to account for many new issues as opposed
to alphanumeric databases. Many different types
of complex data need to be analyzed. In this chap-
ter we describe a general purpose framework to
define normal forms inmultimedia databases. The
framework applies in a seamless way to images as
well as to all the other different media types. The
semantics of multimedia attributes are defined by
means of generalized icons (Chang, 1996), previ-
ously used to model multimedia languages in a
visual language fashion. In particular, generalized
icons are here used to derive extended dependen-
cies, which are parameterized upon the similarity
measure used to compare multimedia data. Based
onthese new dependencies, we define five normal
forms aiming to reach a suitable partitioning of
multimedia data, and to derive database schemes
that prevent possible manipulation anomalies. As
apractical application, in the paper we show how
to use our framework for normalizing multimedia
databases used in e-learning applications. In par-
ticular, we apply our normal forms to transform
the database schema in order to make it suitably
accessible from different client devices, including
PDA s and other mobile devices, each with differ-
ent multimedia and bandwidth capabilities. This
problem frequently occurs in multimedia database
applications, since they are often used in a distrib-
uted scenario, in which it has to be guaranteed a
suitable quality of service even if accessing the
multimedia databases through clients with lim-
ited capabilities. Finally, based on the e-learning
example, we provide some experimental data to
validate the proposed framework.

BACKGROUND
As MMDBMSs technology has started becom-

ing more mature, the research community has
been seeking new methodologies for multimedia
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software engineering. Independently from the
data model underlying the chosen MMDBMS,
multimedia software engineering methodologies
should include techniques for database design,
embedding guidelines and normal forms to prevent
anomalies that might arise while manipulating
multimediadata. In the literature we find some new
normalization techniques extending traditional
normal forms for relational databases (Santini &
Gupta, 2002) (Arenas & Libkin 2004) (Vincent
et al., 2004). However, many of them focus on
specific domains, and no general purpose normal-
ization framework for multimedia is provided.
In particular, the technique in (Santini & Gupta,
2002) focuses on the normalization of image da-
tabases by partitioning images so as to enhance
search and retrieval operations. To this sake the
technique aims to define dependencies among
image features, which suggest the designer how
to efficiently map them into a database schema.
The techniques in (Arenas & Libkin 2004) (Vin-
cent et al., 2004) focus on the normalization of
XML documents.

SEMANTICS OF MULTIMEDIA
ATTRIBUTES

Before discussing dependencies and normal forms
for multimedia databases we need to define the
semantics of multimedia attributes.

A dependency is a property of the semantics
of attributes. Database designers use their under-
standing of the semantics of attributes to specify
functional dependencies among them (Elmasri
& Navathe, 2003). As we know, other than al-
phanumeric data, multimedia databases can store
data types, such as text, sound, image, and video,
which are characterized by complex structures
and semantics. Prime versions of MMDBMSs
provided a new data type for storing complex
data, namely BLOB. This storage technique
yielded some problems, because BLOBs are
non-interpreted byte streams, hence the DBMS
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has no knowledge concerning their structure and
the content of their components. It can only see
them as atomic data types. Although inefficient,
the simple structure of the BLOB data type makes
it general enough to model most of the complex
data types used in multimedia databases. Thus, a
better solution should at least allow us to model
and manipulate all the different complex data types
that might be needed in multimedia computing.
This is why some RDBMS vendors have aimed
to develop extensible RDBMSs, thatis, RDBMSs
extended with new complex data types, together
with added capabilities to let developers define
and implement their own data types, and the cor-
responding manipulation functions.

Beyond the storage strategy used for the dif-
ferent media types, we define a framework to
model their semantics so as to be able to derive
functional dependencies between them. To this
sake, we have exploited the framework of general-
ized icons (Chang, 1996), which are dual objects
(x,, x), with a logical part x , and a physical
part x.. They can be used to describe multimedia
objects such as images, sounds, texts, motions,
and videos. A generalized icon for modeling im-
ages is like a traditional icon, whereas those for
modeling sounds, texts, motions, and videos are
earcons, ticons, micons, and vicons, respectively.
For all of them we denote the logical part with
x , whereas the physical parts will be denoted
with x, for icons, x, for earcons, x, for ticons, x,
for micons, and x for vicons. The logical part x
always describes semantics, whereas x, represents
an image, x, a sound, x, a text, x_a motion, and x,
avideo. Furthermore, a multicon is a generalized
icon representing composite multimedia objects
(Arndt et al., 1997). Thus, a multicon will also
be a dual object, where the logical part represents
the semantics ofthe combined media. Generalized
icons can be combined by means of special icon
operators. The latter are dual objects themselves,
where the logical partisused to combine the logical
parts x of the operand icons, whereas the physi-
cal part is used to combine their physical parts

x.. For instance, by applying a temporal operator
to several icons and an earcon we might obtain a
vicon, with the physical part representing a video,
and the logical part describing the video semantics.

In our framework we associate a generalized
icon to each complex attribute, using the logical
part to describe its semantics, and the physical
part to describe the physical appearance based
upon a given storage strategy. The logical parts
of generalized icons will have to be expressed
through a semantic model. Conceptual graphs are
an example of formal semantic model that can be
used to describe logical parts of generalized icons
(Chang, 1996). Alternatively, the designer can use
frames, semantic networks, or visual CD forms
(Chang et al., 1994).

As an example, choosing a frame based rep-
resentation, an image icon representing the face
of a person may be described by a frame with
attributes describing the name of the person,
the colors of the picture, objects appearing in it,
including their spatial relationships. A vicon will
contain semantic attributes describing the images
of the video photograms, the title of the video,
the topic, the duration, temporal relationships,
etc. Similarly, semantic attributes in an earcon
might be used to describe the title of the sound,
if any, the genre, the singer (in case it is a song),
the sampling rate, etc.

Based on the specific domain of the multime-
dia database being constructed, the designer will
have to specify the semantics of simple and com-
plex attributes according to the chosen semantic
model. Once s/he has accomplished this task, the
generalized icons for the multimedia database are
completely specified, which provides a semantic
specification of the tuples in the database.

As an example, to describe semantics in a
database of singers we might use attributes name,
birthday, genre, as alphanumeric attributes, and
picture as an icon representing the singer picture,
one or more earcons to represent some of his/her
songs, and one or more vicons to represent his/
her video clips. A tuple in this database describes
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information about a specific singer, including his/
her songs and video clips. This provides acomplete
semantic specification of the tuple.

EXTENDED DEPENDENCIES

In traditional relational databases a functional
dependency is defined as a constraint between two
sets of attributes from the database (Codd, 1972).
Given two sets of attributes X and Y, a functional
dependency between them is denoted by X—Y.
The constraint says that, for any two tuples ¢, and
t,ift [X]=1,[X], thent [Y]=¢,[Y]. This concept
cannot be immediately applied to multimedia
databases, since we do not have similar simple
and efficient methods to compare multimedia
attributes. In other words, we need a method for
defining equalities between groups of attributes
involving complex data types.

Generally speaking, the matching of complex
attributes needs to be an approximate match. In
fact, the problem of comparing complex data for
equality resembles the problem of retrieval from
multimedia databases, where the query is entered
by sketching or composing an object belonging to
the same media type of the one being retrieved.
Then, by using a specific indexing and retrieval
technique (Arndt et al., 1997), it is possible to
retrieve a set of objects from the database that
are similar to the query objects. Thus, it is also
possible to select the most similar object, since
the objects in the answer set are ranked according
to a certain degree of similarity.

We follow a similar criterion to define extended
functional dependencies for multimedia databases.
This means that we can extend the definition of
dependency by selecting a specific similarity
function and thresholds to perform approximate
comparisons of complex data types. Thus, the
functional dependencies change if we use different
similarity functions. As a consequence, we enrich
the notation used for functional dependencies to
include symbols representing the chosen similarity
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function. Before this, in what follows we introduce
some basic concepts of the relational model and
of similarity theory (Santini & Jain, 1999).

In the relational model the database is viewed
as a set of relations of time-varying content. A
multimedia database is formed by one or more
relations of the form R(x: X,,..., x : X ), where
X,,...,X are data types, and x, is the name of the
i-th field or column of the relation R. The union
of two sets of attributes X and Y is written as XY.
An instance of R, that is, its content at a given
time is defined as a subset of the Cartesian product
X x...xX . This instance can be represented as a
relation having as rows (named tuples) the ele-
ments of the subset of X x...xX , and as columns
the attributes of R.IfR={X ,..., X } isadatabase
scheme, then we write attr(R) foru_ X.Iftisa
tuple of thisrelation (i.e., an element in an instance
of R), then 7[ A] denotes the value of this tuple in
the A-column; #[A] is called the A-value of r. A
schema consists of a set of relations, where each
relation is defined by its attribute sets, and some
semantic constraints. In this chapter we restrict
our attention to constraints which can be expressed
as multimedia functional dependencies (MFDs).

Tuples ofarelation can be compared by means
of a set of relevant features @. For instance, im-
ages can be compared using attributes like color,
texture, shape, etc.; audio data can be compared
using loudness, pitch, brightness, bandwidth, and
harmonicity. The values of each feature /' € @
belong to a domain D = dom(F).

The similarity between two elements x and
y in a tuple is based on distance measures or,
equivalently, on similarity functions, defined on
feature spaces that we assume to be metric spaces.
In the following, we will always refer to metric
distance functions, but it should be understood
that the same considerations apply to similarity
function, given the symmetry between distance
and similarity functions (Santini & Jain, 1999).

In particular, given two elements x and y
belonging to a given data type X, we consider
distance functions of type d: D* — [0,1], such
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thatforeachv, v, €Dd(v, vy) returns the distance
of x from y with respect to the feature space D.
In what follows we indicate such distance with
d(x, y) for any two elements x, y: X. Moreover,
given a data type X, we denote with D(X) the set
of distance functions defined on X, and with X
the feature space on which the distance function
d is defined.

In order to evaluate the similarity between the
multimedia objects of two tuples we introduce a
tuple distance function, which summarizes the
results produced by the different distance func-
tions applied to the elements of the tuples. In
particular, given a relation R(z:Z ,..., z :Z ), if
x=(X,...,X )andy=(y ,...,y, ) are two tuples of R,
then w(x, y) =g(d (x,,y)),.... d (x ,y )) measures
the distance between x and y, where d €D(Z)
and g: [0,1]"—[0,1] is a monotone aggregation
function that combines the n scores to derive
an overall score. Aggregation functions should
satisfy the triangular norm properties, that is, the
conservation, monotonicity, commutativity, and
associativity properties. There are several aggre-
gation functions defined in fuzzy logic literature
(Fagin, 1996), among which the min function is
the most commonly used. Notice that if =1 then
w(x, y)=d (x,y). Given a set of data types X, we
denote with 7D(X) the set of tuple distance func-
tions defined on X.

Definition 1. Let R(z:Z,,..., z:Z ), @ be a
tuple distance function on R, ¢ be a maximum
distance threshold, x=(x ,..., x ) and y=(y ,..., )
be two tuples in R, we say that x is similar within
1 to y with respect to w, denoted withx =y, iff
w(x, y)<t.

Now we are ready to introduce the notion of
functional dependency for multimedia databases,
named type-M functional dependency.

Definition 2. (type-M functional dependency)
Let R be a relation with attribute set U, and X, Y
CUX, i Yo is a type-M functional depen-
dency (MFD) relation if and only if for any two
tuples t1 and t2 in R that have t1[X] = . t2[X],

=gl(t)

then t1[Y] =3P t2[Y], where g,€TD(X) and
g,€TD(Y), whereast’andt” € [0,1] are thresholds.

This means that the features used by g, on
Y depend on the features used by g, on X; or,
alternatively, the values of the features used by
g, on X component imply the range of values for
the features used by g, on Y component. Notice
that given a distance function d, and a threshold
LX =% and x, = X; does not imply x, =,
X,, as shown in Figure 1. However, we can state
thatx, =y X In general, ifXd](t,) =Y 0 holds
then for any two tuples t1 and t2 that have t1[X]
= 21X, then t1[Y] =, . 2[Y], with keR.
Thus, given an element x belonging to a data type
X, the equivalent class of x respect to a distance
function deD(X) and a threshold t€[0,1] is defined
as [x].,,= ve€X |y =,x}. Similarly, for a tuple
x=(X,,..., X ) of arelation R(z:Z ,..., 7 :Z ), the
equivalent class of x respect to a tuple distance
function w is defined as (X0 = {0p-uy) |y,
= withy€Z,deD(Z), t€[0,1] for 1 <i<n
and ()= g(d,(x,.).-w. d (x,,)}-

As an example, if we define a functional de-
pendency between attributes FINGERPRINT and
PHOTO ofpolice database, and use the fingerprint
matching function FINGERCODE for comparing
digital fingerprint [JPHOO], and the similarity
technique used by QBIC for comparing photo

images, we would write as follows

FINGERPRINT —— PHOTO

FINGERCODE(t’) OBIC(t”)

This constraint says that forany two tuples #, and
t,suchthatz [FINGERPRINT]is considered simi-
lar within the threshold ¢ "to £ [FINGERPRINT] by
the FINGERCODE, then ¢ [PHOTO]is considered
similar within the threshold 7 to ,[PHOTO] by
the QBIC. Given the semantics of the FINGER-
PRINT attribute it is expectable that a designer
will fix the value of ¢’ close to zero.

From definition 2 it is clear that X, —Y ,is a
type-M dependency relation where I is the iden-
tity relation and s, is a tuple distance function.
In particular, X, — Y, is a type-M dependency
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Figure 1. Relationships among tuples on domains X, and Y,

Xy

relation. In other words if we use identity relations
as distance functions, we can regard any depen-
dency relation as a type-M dependency relation.
Therefore, some of the type-M normal forms we
define in this chapter will be identical to the usual
normal forms, as long as we use identity relations
as distance functions. In the following we omit
the tuple distance function from the MFDs when
this corresponds to the identity relation.

As an example, in a multimedia database of
songs, suppose SONG is an attribute storing the
earcon for a song, and GENRE is an attribute
storing the genre of the song stored in SONG. It
might be the case that SONG implies the attribute
GENRE, yielding an MFD. Thus, given two
tuples ¢, and #,, if the two earcons # [SONG] and
t,[SONG] are considered similar according to a
distance function s, then also their genre should
be similar. We write

SONG_, —— GENRE

if every time ¢ [SONG] is considered similar to
t,[SONG] according to the similarity technique
s, then also # [GENRE] = ¢[GENRE], where
GENRE is an alphanumeric attribute, for which
we use the identity relation, whereas SONG is an
earcon. However, as it can be imagined, the dis-
tance function used heavily affects the functional
dependencies. In fact, a distance function might
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consider two songs similar only because they have

a similar title, which would not imply they have

the same genre. This is why the distance function

has to be explicitly represented in the notation.
As for classical dependency relations, the
existence of certain MFDs in a relation implies
the existence of others. Inference rules are means
to construct these implicit dependencies. In the
following we define inference rules for MFDs.

Given a MFD Xoay = Yoy W denote with

Dist(g ,, X) the sequence of distance functions ap-

plied by g, on X. Moreover, given two functions

g,€TD(X) and g,€TD(Y) we define g * g (X,y)=
h(g,(x),g,(y)) with & triangular norm aggregation
function.

1. The reflexive rule XYgl(ﬂ) — ng) holds if
Dist(g,,Y)=Dist(g,,Y)and t >t . Thatis, the
reflexive rule holds if the distance functions
used by g, and g, on the attributes in Y are
the same, and the threshold for g, is greater
than the one for g .

2. The augmentation rule {Xgl(tl) — Ygz(tz)} |=
XZgw) — YZg e holds if Dist(g,, X) =
Dist(g,, X), Dist(g,,Y)=Dist(g,,Y), Dist(g,,
Z) = Dist(g,, Z), t,>t, and t >t .

> 31 4—72
3. Thetransitiverule {Xg](m =Y 0y Yo ™

Z t |=Xgl 159 Zyey DOIds I LSt <t
and t s
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4.  Thedecompositionrule {X o1(61) ngaz)} |=
X =Y holdsif Dis«(g,, Y) = Dist(g,,

gl(tl) 23(12)°

5.  The union rule {Xglm) — Ygz(tz), Xgm) —
Zg3(t4>} |= o) 7 Yy where g,=g,*g.,
t=max{t, t,} and t=t +t,.

6. The pseudoz‘ransmve rule {X ol m) ng),
WYg3(t3) g4(t4) |=WXg5(15) g4(14)a holds

if Dis«(g,, X) = Dist(g,, X), Dist(g,, Y) =
Dist(g,, Y), Dist(g,, W) = Dist(g,, W), t>t,
and t.=t +(t,-t,).

Definition 3. (type-M multivalued dependency)
Let R be a multimedia relation with attribute set
U,and X, Y CU. Xg 1oy P Ygz(t,,)w ] isatype-M
multivalued dependency (MMD) relation if and
only if for any two tuples t1 and t2 in R such that
tI[X] =, 2[X], there also exist in R two tuples

t3 and t4 with the following properties:

« B[X], #4[X] € [tI[X]],,,.
© 8B[Y]=z,. tl[Y]and t4[Y] oy 2LY]
© BR-XY)] =, 2[R - (XY)] and t4[R
—(XY)] =, IR = (XY)].
Where g €TD(X), g,€TD(Y) and g, TD(R—
(XY)), whereast’,t”andt”’ €[0,1] are thresholds.
Because of the symmetry in the definition,
whenever X iy ™ Yg2(l2)[g3(t3)] holdsinR, so does
Xy ™ [R (XY)]
An MMD X ey YgZ(tZ)[gj’(t_?)] in R is called
a trivial MMD if (a) Y C X or (b) XUY =R. An
MMD that satisfies neither (a) nor (b) is called a
non trivial MMD.
Similarly to multimedia functional dependen-
cies (MFDs), we can define inference rules for

MMDs.

g3(13)[g2(t2)]°

L. Xg[(tl) —» YgZ(tZ)[g3(t3)] |= Xg[(tl) —» [R—(XY)]

where g €TD(X), g,€TD(Y),

83(13)[g2(12))

g,€TD(R~(XY)), and t, t,, t, € [0,1].
2. X~ Ygz(tz)[gg(ﬁ)]anQWQZthenW?(g4(tl)
—>»YZg5(tz)[g6(m]WhereDlSt(g4,W)=Dlst(g5,

Z)=1, Dist(g , X) = Dist(g,, X), and Dist(g,,
Y)= Dist(gs, Y).

3. Xy ™ Yoepsor Yoo Zg4<tz§)[g5(t5>]
} |=X —»(Z—- Y)g - where Dist(g,,

gl(tl)

7-Y) = Dist(g,, Z-Y) = Dist(g,, Z-Y) and
g,€TD(R~(Z-Y)).
4. X . —Y X =Y

gl(tl) g2(12) gl(tl) g2(12)[g3(13)]

5. IfX —»Y and there exists W

gl(tl) 82(12)[g3(t3)]

with the properties that (a) WNY = @, (b)
W . —7Z and (c) Y2Z, then X

g4(t4) g5(t5)

Zg5(15)'

oltl)

Given a set D of MFDs and MMDs specified
on a relation schema R, we can use the inference
rules to infer the set of all dependencies D* that
will hold in every relation instance of R that
satisfies D.

In orderto present the notion of multimediajoin
dependency we need to introduce the multimedia
operations of projection and join. Given a rela-
tion r over a multimedia relation R(X), a subset
Y of X, a tuple distance function geTD(Y), and
athreshold ¢, the multimedia projection of Ron'Y
respectto g(¢), denoted with Ty, R, is defined by

ng(R) ={wY)|ve€rand g(v, w)<t for each
tuple w in u[ Y]}

Notethat the duplicate elimination is performed
according to the function g and the associated
threshold ¢. Obviously, if # = 0 then w = v, and
the tuple distance function g corresponds to exact
matching for the particular features it considers.

LetR(X,Y)and S(Y,Z) be multimediarelations
where X, Y, and Z are disjoint sets of attributes,
g€TD(Y) be a tuple distance function, and ¢ be
a threshold. The multimedia join of R and S re-
spect to g(¢), denoted with R Egm S, is the relation
defined by

g(t) S ={(xy,zk)| (x,y) €ER, (y’, z) €S with y
—g([y and k=g(y.y")}
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That is, the multimedia join is created by link-
ing tuples of R with tuples of S that have similar
values, within a threshold # respect to a function
g, for all the attributes that are common to the
two multimedia relations. The parameter k is
introduced in the joined tuples, and represents a
fuzzy value describing their degree of similarity.

Notice that the multimedia join raises many
new issues and problems. In fact, we have higher
probability to generate spurious tuples due to false
alarms. Moreover, false dismissals lead to a new
type of manipulation anomaly, not existing in
traditional alphanumeric databases, namely the
problem of dismissed tuples. These are tuples
that should have been generated as a result of the
multimedia join, but indeed they were discarded
because a false dismissal occurred.

In the following we give the definition of
Type-M join dependency.

Definition 4. (type-M join dependency) Let R
be arelation on U, and {X ,...,X } C U, with the
union of X/’s being U. If R =11, . (R) ggl(tl)
I, B 20+ & s iy (R), we say that
R satisfies a Type-M Join Dependency (MID),
denoted by 2 .\ X X1, Where
g€TD(X,NX )andt €[0,1]foreach1<i<n-I.

An MVD is a special case of an MJD. An
MVDX = —»Y

2I(tl) £2(12)[g3(83)]

for a relation on R is
the MJD 2 [e/(t1)-g2(2).g1(t]) -gs(ts)](_XY’ X(R'Y))'

In the following we provide some inference
rules to infer MJDs. Let S={X,....X } and
R={Y ,....Y }.
1. @ |= g . [X], for any finite set of attributes
X, and with geTD(X), ¢t € [0,1].

2. % [g{(tl)yu,gn-z(m-l)][s] |= g [gl(tl),...,gn-](tn—l),gn(tn)][s’
Y]if'Y C attr(S) and g €TD(Y).

3' 8 [gl(t]),..., gn-l(ln-l),gn(tn),gn+](tn+1)][s’ Y’ Z] |=

[gI(t1),....gn(tn) sgn+1(m+1)]L>> YZ].

4. {ggl(tl),...,gn-](m—l),gn(m)][S’Y]’ggnﬂ(mﬂ),...,gm-](un—l)][R]}
. [gl(tl),...,gn-1(tn-1),gn(tn),gn+I(tn+1),...,gm-1(tm-1)] S’ R]
if Y = attr(R).

S. z [gl(tl),gZ(tZ)][S’ YA] F Z [g[(tl),g2(t2)][s’ Y] ifA
& attr(S).
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NORMAL FORMS IN
MULTIMEDIA DATABASES

In traditional alphanumeric databases normal
forms are used to derive database schemes that
prevent manipulation anomalies (Elmasri &
Navathe, 2003). Similar anomalies can arise in
multimedia database. Thus, a multimedia data-
base designer should take all the precautions at
database design time to avoid such anomalies. As
an example, let us consider the following relation
ofan Art Exhibition multimedia database schema,
with some MFDs associated to its attributes:

Artist_| Exhibition | #Room | Artist Photo | Poster | Video |

miid,
miid;
mfidy

It is easy to imagine how the schema of such
relation will yield manipulation anomalies, be-
cause it mixes together too many types of infor-
mation. In fact, if we delete an exhibition from
the database, we might lose an artist’s data, such
as his/her photo. Moreover, in order to perform
such operation we need to perform deletion across
all the tuples referring to that exhibition, because
therelation schema yields duplication of informa-
tion regarding an exhibition. If we are willing to
insert an artist’s picture, without knowing data of
an exhibition, we have to leave some blank at-
tributes, one of which belongs to the primary key.
In order to avoid such anomalies, we should have
stored information about exhibitions separately
from those of artists.

Other types of anomalies arise from the fact
of grouping to many multimedia data in the same
multimedia attribute. For instance, the soundtrack
of a video might be useful for different queries
and multimedia presentations, hence we need to
store the video and its soundtrack as two separated
multimedia attributes, together with synchroniza-
tion information to coordinate their combination.
Thus, we need to segment the vicon associated
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to the video. Synchronization information can be
stored as metadata or as special relations, depend-
ing on the specific MMDBMS technology used.

In this section we present five normal forms
for multimedia databases. They are based on the
M-type dependencies defined above. Therefore,
their results depend upon the distance functions
used to derive dependencies, and can be used
to derive multimedia database schemes without
potential manipulation anomalies. Moreover, the
application of a normal form itself might need a
specific manipulation function, such as a segmen-
tation function, to handle a specific media type.

Our firstnormal form for multimedia attributes
(1MNF) regards the granularity of multimedia at-
tributes. We say thatamultimedia database schema
is in first multimedia normal form (IMNF) if
each attribute A has the type of number, string or
elementary generalized icon. For instance, image
attributes can be decomposed in a certain number
of k image components, which will be stored as
separated attributes. In this case, the application
ofthe normalization process is based on a specific
segmentation function. This normalization process
can also be applied to composite multimedia
objects to decompose them into elementary gen-
eralized icons, which will be stored in separate
attributes. For instance, as seen above, we might
have a vicon attribute and might want to separate
sounds from images. Again, the application of
these normal forms requires the availability of
specific segmentation function. Moreover, as said
above the decomposition ofa composite multime-
dia attribute may require the storing of additional
data structures to enable the reconstruction of the
original attribute format. In particular, such data
structure should store the relations between the
different attribute components.

We say that a multimedia database schema
is in second multimedia normal form (2MNF) if
it is in IMNF and each non prime attribute 4 is
fully dependent on the primary key. In case there
is a partial dependency of 4 from a subset {k,...,
kj} of key attributes, then the designer can decide

to normalize the schema by splitting the original
schema R into two sub-schemes R, = R - T and
R,=1k,..., kj}u T,where T= {4} U {B,| B,€ER,
{k... .l’cj}Sl — B, }. Forbrevity, in the following we
omit the threshold from the similarity expressions.

As an example, let us analyse the MFDs and
the normal forms of the relation schema from the
art exhibition multimedia database seen above.

{Artist, Exhibition} — #Room is a full depen-
dency, but {Artist, Exhibition} — ArtistPhoto,,
and {Artist, Exhibition} — {Poster, Video} , are
partial dependencies because of mfd, and mfd,,
respectively. These MFDs lead to the decom-
position of the relation into the following three
relations, each of which is in 2MNF.

Artist | Exhibition | #Room | [ Anist | Arist Photo

|
mfd, | | 4 mfd,[ [}

mfd;

We say that a multimedia database schema
R is in third multimedia normal form (3MNF)
if it is in 2MNF and the non prime attributes are
not mutually dependent. Equivalently, we can
say that whenever a MFD X | — A, holds in R,
either (a) X is a superkey of R, or (b) A is a prime
attribute of R.

As an example, let us consider the following
simple multimedia relation:

[ Opera | #Room [ MNum_of_religuaries [ Map ]

mfd, 4
mfd, l ! f

The dependency mfd, violates 3MNF be-
cause #Room is not a superkey of the relation,
and Num_of Religuaries and Map are not prime
attribute. We can normalize the relation schema
by decomposing it into the following two 3MNF
relation schemas. We construct the firstrelation by
removing the attributes violating 3MNF, namely
Num_of Religuaries and Map, from the original
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relation, and placing them with #Room into the
second relation.

| Opera I #Room I | #Room ‘ Num_of_religuaries I Map |
mfd; | 4 mid, |

From the discussion so far we notice that the
normal forms we define are characterized by the
specific distance functions used to derive func-
tional dependencies. As an example, letus consider
the following simple multimedia database schema:

Singer | Genre | Video

Each tuple in this simple database contains the
name of a singer, his/her genre, and a set of his/
her video. A designer might first decide to apply
traditional firstnormal form to the attribute Video,
since this is a multivalued attribute. Thus, the new
schema will be as follows:

Singer | Genre l - | Singer l Vnum | Video |

where the video have been stored in a separate
relation, with a foreign key Singer on the original
table, since there is a 1 to N relationship between
singers and their video. Notice that we needed to
add a new attribute Vnum on the new relation to
form a key. The new attribute is a serial number
to distinguish the different videos of a singer.
At this point, there might be the need to apply
our first normal form to separate each video into
three components, namely a song title, a vicon for
the video itself, and an earcon for the background
song. Thus, the second relation will be as follows,

|Sﬂgt__r | Title | Song |\-"idl.‘(1 |

L ¢
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The extraction of the title attribute made the
Vnum attribute useless, hence we eliminated it,
and made the pair of attributes (Singer, Title) the
new primary key. We can reasonably imagine a
scenario in which three similarity functions s, s,
and s, generate the following dependencies:

{Singer, Title} | — Song,
Song_, — Video_,

The second dependency violates 3MNF, be-
cause the attribute Song is not a primary key, nor
Video is a prime attribute. In order to normalize
such relation schema we need to separate the
Song and Video attributes to form a third relation.
However, the designer might decide to limit the
splitting of tables due to efficiency issues.

Iteratively transforming a database schema
to put it in IMNFs may cause the introduction
of MMDs. Such undesirable dependencies can
be detected by the following multimedia normal
form. We say that a multimedia database schema
R is in _fourth multimedia normal form (AMNF)
with respect to a set of multimedia dependen-
cies D if, for every nontrivial MMD ng(m —»

Y in D¥, X is a superkey for R. In case

g2(t2)[.g3(t3)] 7
there is a nontrivial MMD X —»Y

gl(tl) 82(12)[g3(t3)] in
D* with X not superkey for R, then the designer
can decide to normalize the schema by splitting
the original schema R into two sub-schemes R,
= (XUY) and R, = (R-Y).
As an example, let us consider the following
simple multimedia relation:

’ Exhibition | #Room | Operas ‘

mmd,; | f

The multivalued dependency mmd, violates
4MNF because Exhibition is not a superkey of the
relation. We can normalize the relation schema
by decomposing it into the following two 4MNF
relation schemas.
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‘Exhibition #Room‘ \ Exhibition Operas|

Finally, a multimedia database schema R that
is in fifth multimedia normal form (SMNF) guar-
antees the lossless join properties, and prevents
the problem of dismissed tuples. Formally, we
say that R is in SMNF with respect to a set D of
MFDs, MMDs, and MJDs if, for every nontrivial
type-Mjoindependency £\ (X, X))
in D, every X is a superkey for R.

Normalizing Multimedia Databases
for E-Learning Applications

In this section we describe the design process of
multimedia databases for e-learning applications.

Such applications should provide facilities to
let students access multimedia documents through
the web, by using different clients (laptop, tablet,
PDA, etc.), which might have different multime-
dia and bandwidth capabilities. Figure 2 shows a
typical screen of an e-learning application, where
a video is played on the left side, and slides are
browsed synchronously with the video on the
right side. Students might access this site not
only by using different client devices, but also
connections with different bandwidth, such as
modems, ADSL, GPRS, etc. Thus, the normaliza-
tion process of multimedia databases underlying
this type of applications should be structured in
a way to guarantee a suitable trade off between
QoS and hardware capabilities.

Figure 2. A typical distance learning application displayed on Tablet PC with a GPRS connection
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Let us suppose that the database designer has
produced a database schema including the fol-
lowing relation, and that the tuple distance func-
tions s/he has used yield the multimedia func-
tional dependencies mfd,, mfd,.

Lessons
ILewon I Tie | 1D MOD | Type | Spaaker | ST | 5 Mot | Trosentation, Lo | Proscrtation Mediem | Trcsentation, Iligh
ey | 1 4 4
1 ey

Each tuple in this relation contains the sequen-
tial number of alesson, its title, the identifier of the
associated multimedia objects, the lesson type (i.e.,
lecture, seminary, laboratory, etc.), the name of the
speaker with its fingerprint (SFP) and its photo, and
the multimedia presentations. The latter are stored
in three different quality formats to suite different
student access facilities. Let us also suppose that
in this application the multimedia presentations
of a lesson are multicons including the video of
the lecturer, the associated audio, and the slides
presented by the lecturer. In this early sketch of
the database schema Lessons relation stores such
presentations as a single tuple. However, due to
possible limited bandwidth of some students’
connections, we might need to decompose the
whole presentation into simpler components so
that each student might view only those supported
by its devices. Moreover, in order to have these
components readily accessible we need to store
them separately into the database, together with
meta data representing synchronization informa-
tion necessary to recompose them. To this aim,
we apply the first normal form to separate each
presentation into three components, namely a
micon for the slides, a vicon for the video itself,
and an earcon for the speech component. Let us
suppose that we have the same audio and the
same slides for the three different quality formats,
hence we will use one micon and one earcon for
all of them, yielding a total number of 5 attributes
instead of 9, as shown by the following relation.
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Lessons

TLesson |M Type [ Spesker | S | 5. Phoin | Sides | Autio | Vides, Low [ Video_MoSum l Vadeo_High ]
' mid, - [ ) $ 4 L]
; midy
mafdy

Such a schema already highlights some inef-
ficiency. In fact, if the same lesson is offered in
two different languages, we will use two tuples
that only differ in the speaker and the audio
components, but they share the same video. This
schema might entail manipulation anomalies. In
fact, if we want to replace the video component
with a new one we need to perform this opera-
tion on two tuples (this is even worst if the same
lesson is offered into more than two languages).
Moreover, when deleting a lesson we lose the
associated multimedia objects which might be
useful for other lessons. For example, we might
want to use the multimedia contents describing
a binary tree both in a Data Structure lesson and
a Programming lesson.

These anomalies occur because we have
grouped different media components in the same
multimedia objectand heterogeneous information
in the same relation. The first problem can be
solved by applying our IMNF, whereas the second
can be solved by applying our 2MNF and 3MNF.

The functional dependency mfd, reveals that
the relation schema Lessons is not in 2MNF. The
application of our normalization rule leads to the
following relation schemes:

Lessons

—— [ 1D MOB | Title [ #Lesson [ Type [ Speater [ sFP [ s_Photo |

Multimedia_Contents
L | mMoB | Sides [ Audio | Video Low | Video Medium | Video tigh |

Noticethatthe attribute /[D_MOB intherelation
Lessons is a foreign key pointing to the multimedia
presentation associated to a lecture.

The functional dependencies mfd, and mfd,
reveal a violation of 3MNF. Thus, applying our
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normalization rule would lead to the following
database schema.

Lessons
IDMOB | Tide | #Lesson | Type |
Multimedia C
[ 1D_MOB [ siides | Audio | Video_Low | Video_Medium | Video_igh |
Audio Speakers Speakers
| )

However, when normalizing databases the
designer always makes some efficiency consider-
ations before splitting relations. In our case, given
that the attribute audio does not carry additional
information we might remove the relation audio
and introduce a direct foreign key from the relation
Multimedia_Contents to the relation Speakers,
yielding the following schema.

Lessons
[ moB | Tite | #Lesson | Type |
Multimedia_C
|:| 1D_MOB | Slides | Audio [ Video_Low | Video_Medium [ Video_High |
|

Audio_Speakers Speakers

The MFD {SFP} . ercons — 1Speaker} does
not violate the 3MNF because now Speaker is a
prime attribute.

At this point we might notice that the same set
of slides can be used by different lecturers, and
that some of them might be useful for constructing
different lessons. However, if we delete a lesson
we lose all of them. This happens because in the
schema shown above they are grouped together in
asingle attribute, which violates the IMNF. Thus,
we might store each single slide in a separate rela-
tion, together with additional slide information,
such as slide comment. Given that a single slide
might be used in more than one lecture, and that a
single lecture uses many different slides, we have
amany to many relationship between lessons and
slides, yielding the following normalized schema:

Lessons Lessons_Slides

Title ID_MOB [ WLesson Type ] [ Lesson III) Slide | Seq Number
4 _ |

Slides

To highlight the benefits of the normaliza-
tion framework we collected data to compare
access performances of the normalized database
with respect to the initial database schema. In
particular, we performed simulation experiments
on a multimedia database consisting of twelve
lessons, two instructors and thirty students. We
have divided the students into two groups based
on the connection bandwidth they could use: dial
up connection (56kbps) and ADSL connection
(640kbps). Then, we have performed several
simulations by varying the mix of the two groups
of students accessing the multimedia database
simultaneously. For each simulation we have
estimated the minimum, average, and maximum
access time needed by each group of students to
access the lessons. Such parameters have always
been computed twice, once on the initial database
schema (whose size is of 178 Mb) and once on
the normalized schema (whose size is of 163 Mb).
In particular, the tuple selected from the initial
Lessons schema has two types of presentations:
the Presentation Low attribute of4.35 Mb and the
Presentation High attribute of 11 Mb, whereas the
tuple selected from the normalized schema has an
Audio attribute of 1.27 Mb, a Slide attribute of
0.5 Mb, a Video Low attribute of 2.63 Mb and a
Video High attribute of 9.70 Mb.

The results of the simulation are summarized
in Figure 3. It can be easily noticed that even for
relatively small multimedia attributes the normal-
ized multimedia database provides better access
performances. Moreover, with the non-normalized
database it strangely happened that we gained
worse average performances by increasing the
number of students with high connection band-
width. More precisely, we have observed that 20
students with ADSL connections represent the
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Figure 3. Simulation results
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Non-Normalized Database

Student’s group mix Access Times
H6kbps 640kbps Min Avr Max
Simulation 1 30 0 (.26 14.75 28.99
Simulation 2 20 10 2.97 8.09 16.89
Stmulation 3 10 20 3.27 6.88 21.39
Simulation 4 0 30 4.40 8.45 12.29

Normalized Database

Student’s group mix Access Times
56kbps 640kbps Min Avr Mazx
Simulation 1 30 0 1.90 5.09 12.84
Simulation 2 20 10 1.09 4.97 9.64
Simaulation 3 10 20 1.76 3.98 7.38
Simulation 4 0 30 1.15 3.74 7.78

Figure 4. Histogram showing average access performances
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threshold from which the performances of the
DBMS get worse in the execution of the queries.
This is mainly due to the fact that the database
has to serve more requests simultaneously, hence
it has some loss of performance, whereas in other
casesrequests from slow connections canbe served
later. On the other hand, we have observed that
the normalized database allows more than 20 fast
connections before starting losing performances.

The histogram in Figure 4 shows how the
average access time to the multimedia lessons
changes by varying the “mix” of the two groups
of' students. Other than lower average access times,
the normalized database also shows smaller
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variations across different mix of students with
respect to the non-normalized one.

These performance gaps increase when the
database contains bigger multimedia attributes.
To this end we have performed further simulations
to monitor the average access time with bigger
multimedia objects. In particular, we have con-
sidered a non-normalized database of 869 Mb
whose normalized version is of 788Mb. Figure 5
shows performances gained on an entry of a non-
normalized (normalized, resp.) database contain-
ing a Presentation High (Video High, resp.) at-
tribute of 61 Mb (59.7 Mb, resp.).
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Figure 5. Performances comparison on a large multimedia object
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In conclusion, we have shown that in the pre-
sented e-learning application context the normal-
ization process can bring benefits not only in terms
of reduced manipulation anomalies, but also in
terms of access performances. Thus, our approach
provides a multimedia database designer with a
mean to evaluate and improve the quality of the
database schema that in many circumstances can
result into enhanced performances.

FUTURE RESEARCH DIRECTIONS

Since the multimedia dependencies and multime-
dia normal forms depend upon the tuple distance
functions, by imposing additional constraints on
tuple distance functions we can introduce more
restricted multimedia dependencies and multi-
media normal forms. This makes the proposed
framework very flexible to accommodate the
requirements of different applications. For ex-
ample, to support gesture languages in a virtual
classroom for e-learning applications we can
introduce different tuple distance functions to
classify gestures as similar or dissimilar, lead-
ing to different protocols for gesture languages

supported by the same underlying multimedia
database. Furthermore other normal forms can be
introduced if we explore deeper certain application
domains such as e-learning.

Anotherimportantissue regards the normaliza-
tion of multimedia databases in adaptive multi-
media applications, where a media data may be
replaced/combined/augmented by another type of
media for people with different sensory capabili-
ties. To this end, the normalization process yields
a partitioning of the database that facilitates the
management of adaptiveness.

However, multimedia applications rarely use
multimedia components separately. Thus, an ex-
tensive partitioning of the database might lead to
an increased overhead when joining multimedia
components for a given presentations. This can be
unacceptable for some application domains, such
as web-based applications. Thus, for multimedia
database applications we particularly stress the
importance of reaching a suitable compromise
between normalization and efficiency. This means
that in a good design practice a designer should
always be able to decide the right extent of parti-
tioning according to the efficiency requirements
in the context of the specific application.
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CONCLUSION

In this chapter we have proposed a normaliza-
tion framework for multimedia databases. Our
goal here it has been to derive proper design
guidelines to improve the quality of multimedia
database schemes. The framework is parametric
with respect to the distance functions used for the
differentmedia domains, and allows many degrees
of normalization, depending upon the distance
function and the segmentation techniques used
to decompose complex multimedia attributes.
In practice, the detection of type-M functional
dependencies might not be a simple activity. In
fact, by following the traditional approach of
alphanumeric relational databases, the designer
could detect type-M functional dependency based
on his/her knowledge. However, multimedia
data are much more complex than alphanumeric
data. Moreover, the existence of thresholds might
yield this into a subjective activity. Alternatively,
in order to reduce subjectivity, the detection of
type-M dependencies could be accomplished by
finding feature correlations, which is a problem
widely analyzed in the literature. To this regard,
several techniques have been proposed, such as
principal component analysis (PCA), independent
component analysis (ICA), and so on. They are
all based on training sets, and aim to identify
independent features for indexing, querying, and
retrieve multimedia data based on their contents.
Thus, after performing this type of analysis the
designer knows which are the features that are not
independent, meaning that there must be some
dependencies between them. This is a valuable
information for designers to start characterizing
the dependencies and to begin the normalization
process. However, the approaches of feature se-
lection cannot suggest whether the multimedia
database and the application programs need to
be redesigned upon the addition of new features.
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ABSTRACT

Multimedia data is a challenge for data management. The semantics of traditional alphanumeric data
are mostly explicit, unique, and self-contained, but the semantics of multimedia data are usually dy-
namic, diversiform, and varying from one user s perspective to another’s. When dealing with different
applications in which multimedia data is involved, great challenges arise. We first introduce a novel
data model called Information Networking Model (INM), which can represent the dynamic and complex
semantic relationships of the real world. In this chapter, we show how to use INM to capture dynamic
and complex semantics relationship of multimedia data. Using INM, we present a multimedia model-
ing mechanism. The general idea of this novel mechanism is to place the multimedia data in a complex

semantic environment based on the real world or application requirements, and then users can make
use of both contextual semantics and multimedia metadata to retrieve the precise results they expect.

INTRODUCTION

Multimedia data has become more and more ubiq-
uitous. The application potential of multimedia
information retrieval is extensive, particularly
in fields as Art and Culture, Medical, Personal

DOI: 10.4018/978-1-61350-126-9.ch010

and the Web. Compared with traditional pure
alphanumeric data, multimedia data is inherently
different. First, as the name implies, multimedia
datarefers to media data in a variety of types, such
as image, video, audio, text etc. Different types of
media have different characteristics. Secondly, the
semantics of traditional pure alphanumeric data
are usually explicit, unique and self-contained

Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
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but the semantics of media data such as images,
videos etc. can vary from one user’s perspective
to another’s. Dealing with alternate applications
in which multimedia data is involved presents
great challenges.

In past decades, content-based multimedia
retrieval is one of the most challenging areas in
the multimedia data management field (Datta, Li
& Wang, 2005; Petkovic & Jonker, 2003; Sebe,
Lew, Zhou, Huang & Bakker, 2003; Yoshitaka,
1999). People focus on key problem called se-
mantic gap (Smeulder, Worring, Santini, Gupta &
Jain, 2000). Content-based multimedia retrieval
relies on technologies, such as image processing,
automatic feature extraction, object recognition
and speech recognition, to extract semantic con-
tents of single type of media data automatically.
Research of content-based multimedia retrieval
focuses on extracting internal structures and se-
mantics of single medium data. (Datta, Joshi, Li
& Wang, 2008; Petkovic & Jonker, 2003; Sebe,
Lew, Zhou, Huang & Bakker, 2003).

In the database community, researchers have
been devoted to presenting, indexing and querying
multimedia data. They also improve existing data
models, such as the relational model and object-
oriented models, to represent temporal and spatial
features of multimedia data. Until now, the most
popular approaches to modeling multimedia data
include: (1) extending the object-oriented data
model (e.g. Djeraba, Hadouda & Briand, 1997,
Henrich & Robbert,2001 ;Li, Ozsu &Szafron,
1997), (2) extending the object-relational model
(Melton & Eisenberg, 2001), (3) MPEG-7 stan-
dard for multimedia metadata management (e.g.
Doller,Renner &Kosch,2007; Manjunath, Salem-
bier &Sikora, 2002).

The research mentioned above mainly focuses
on extracting or modeling semantics and structures
in single medium; relatively little progress has
been made in modeling the semantic relationships
between different types of media and enhancing
the data models to manage multimedia data ap-
plication management.

In this chapter, we first introduce Information
Networking Model and discuss how the dynamic
features of multimedia data can be modeled with
INM. Then we present a novel multimedia data
modeling mechanism. The general idea of this
mechanism is to place the multimedia data in a
complex semantic environment based on the real
world or application requirements, and then we
can make use of both contextual semantics rela-
tionships and multimedia metadata to retrieval
the precise results we expect. Our approach has
the following features and benefits:

1. It is easy to model the dynamic semantic
nature of multimedia data, that is, the same
media data in different contextual environ-
ment or from different points of view may
have totally different explanations. With
INM, multiple classifications of multimedia
data are naturally supported.

2. Itcan simplify the design of multimedia ap-
plication systems since the characteristics of
objects, and complex relationships between
objects, can be modeled in a simple and
intuitive way.

3. A powerful query language has been de-
signed for our model so that we can make
use of both contextual semantics and multi-
media metadata to form rich semantic query
expressions to find the precise results we
expect, and a user-friendly navigation can
be easily implemented.

4.  Compared with the content-based retrieval
technique, our approach is complementary
formultimedia data management and has the
potential to deal with many different applica-
tions in which multimedia data involved.

5. Multimedia data can be shared easily so
long as we place the multimedia data in the
different contextual semantic environment.

Our research in this chapter neither deals with

single modal content-based multimedia semantic
extraction, nor models the temporal and spatial
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structure of single type of media data. We focus
onmodelingrelationships between different modal
of media data; and modeling the relationships
between multimedia data and their contextual
environment.

The rest of the chapter is organized as follows:
first, we introduce the background of our research.
Then we elaborate Information Networking Model
and show how to obtain great benefits of modeling
multimedia data with Information Networking
Model. Lastly, we provide an insight of the future
research directions and conclusion about our work.

BACKGROUND

Information modeling of the real world has been a
lengthy and tedious work as there is no natural one-
to-one correspondence between the two worlds.
Itis mainly limited by the available technologies.
In the past, various data models have been the
primary focus of research to simplify this task.
The most well-known and widely used data
model is the relational data model in the field of
data management (Codd, 1970). Its main attrac-
tion is that it is built around a simple and natural
mathematical structure — the relation. However,
since the data is scattered in different relations,
it is hard to represent the semantic information
explicitly with the relational model, especially the
complex semantic relationship between relations.
The object-oriented data model is more expressive
than the relational model, and can express the
semantic relationship between objects. However,
object-oriented databases display serious short-
comings in their flexibility and ability to model
both the many-faceted nature and dynamic nature
of real-world entities, since the object-oriented
data model only deals with static classification
of objects. In order to enrich the semantic ex-
pression and overcome the shortcomings of the
object-oriented data model, various object role
models have been proposed to captures evolu-
tionary aspects of real-world objects (Albano,
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Bergamini & Grsini, 1991; Cabot & Ravent’os,
2004; Dahchour, Pirotte & Zim anyi, 2002; Peng
& Kambayashi, 1995; Wieringa, Jonge & Spruit,
1995). In object role models, object classes and
role classes are separated and an object can play
several roles. Roles concern new responsibilities,
facets or aspects of objects. Role classes can be
organized hierarchically and can have property
inheritance as well to deal with the dynamic
classification of objects. The main problem with
the object role model is that it just focuses on
expressing elementary relationships of objects.

In our view, real world objects have various
natural and complex relationships with each other.
Viathese relationships, objects play variousroles,
and then demonstrate corresponding properties
that can be classified. Existing data models over-
simplify and ignore the complex relationships.
They focus on the roles that the objects play,
as well as the properties of these roles. Finally,
objects and roles are hierarchically classified. As
a result, they can only provide a partial model
of the real world and fail to provide one-to-one
correspondence between the real world and the
corresponding information model. To solve these
problems, a novel data model called Information
Networking Model (INM for short) has been
proposed (Liu & Hu, 2009). It allows us to model
the semantic relationship of the real world in a
directand natural way and representnot only static
but dynamic and context-dependent information
regarding objects.

For multimedia data management, it is stated
in (Li, Yang, & Zhuang, 2002): “In the database
community, however, although a great number
of publications have been devoted to the pre-
sentation, indexing, annotation, and querying of
multimedia, relatively little progress has been
achieved on the semantic modeling of multime-
dia, which is of primary importance to various
multimediaapplications.” (p. 729). The traditional
data models have limited power in modeling
the complex semantics of the real world. They
also indicated that most existing data models are
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unable to capture precisely the semantic aspect of
multimedia, which features two unique properties:
context-dependency and media-independency.
Each existing retrieval technique can deal with
only a single type of information by queries,
and therefore none of them are applicable to
the retrieval of multi-model information. They
then proposed a novel view mechanism called
“MultiView” to model the dynamic aspect of
multimedia data. However, MultiView can only
solve the dynamic problem and it cannot model
the complex contextual relationship.

Raymond K. Wong (1999) extended the role
model “DOOR” to deal with multimedia data. With
the role model, Wong only solved the dynamic
problem of multimedia data. As discussed in the
introduction section, our model is better than the
role model.

Multimedia data prevails, especially in web-
based applications. Content-based multimedia
retrieval may only help little with many applica-
tion systems in which multi-types media data is
involved, such as social network websites (e.g.
Facebook, MySpace). Inthese applications, users’
profiles, photos, videos, notes and relationships
between users, etc., should be managed. Those
websites haven’t provided rich query functions
or navigation ability for the user to search multi-
mediadata. Many web multimedia search engines
such as Microsoft Live Search, Google Image and
Yahoo Search only provide low level metadata,
such as size of file, resolution of an image etc. to
filter the search results. The technologies that can
offer users the ability of multi-aspect multimedia
searches are in high demand.

INFORMATION
NETWORKING MODEL

Information about the real world has various com-
plex relationships. Each entity in the real world
may play different roles or have different inter-
pretation in different environments. A person can

be both an employee and a student at a university.
Some movie stars also direct movies and vice versa
for directors who make appearances in films. That
means the role of objects in the real world is not
static, unique or isolated; instead it is dynamic,
diversified and contextual. Traditional relational
models fall short in expressing complex semantics
ofthe real world, whereas object-oriented models
cannot capture the dynamic nature since an object
has a unique identity and can only belong to one
class. To solve the dynamic modeling problem,
several role models have been proposed but they
fail to model the complex relationships between
objects inthe real world. Information Networking
Model (INM) is a novel model to represent com-
plex semantic, dynamic and complex relationships
of the real world in a natural and direct way (Liu
& Hu, 2009). Below is an introduction to its core
concepts followed by an in depth illustration of
how it may be applied in a real life context.

Core Concepts

INM supports all the existing features of object-ori-
ented datamodels such as class, object, inheritance
and bidirectional relationship...etc. Meanwhile,
INM has many novel features to represent complex
semantic relationships between objects to reflect
the dynamic, contextual and many-faceted aspect
of real world object in a natural and direct way.

Role Relationship

An object class in INM is the same as a class in
an object-oriented data model, which is used to
present the static aspects of real world objects.
The key feature of INM is the introduction of role
relationships. The role relationship connects two
types of respective classes, the source class and
the target class. The connection is directed from
the source class to the target class. Suppose two
object classes, C and Co, are connected from C'to
Co by the role relationship . If o and oo, which
are the instances of C and Co, are connected by r
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respectively, it is referred to as oo plays the role
rin the context of o. For instance, assuming there
are two object classes: Movie and Person. Actor
would be a role relationship connecting Movie to
Person. If Braveheart is an instance of the object
class Movie, any actor in the movie Braveheart is
connected with the instance Braveheart by the role
relationship Actor, which means this person plays
the role Actor in the context of movie Braveheart.

Role relationship has the following features:
(1) it can have context-based attributes. The
person who plays the role Actor in a movie can
have attribute CharacterName, then we call
CharacterName a context-based attribute; (2) role
relationships can be organized hierarchically. For
example, Writer can have role sub-relationships:
ScreenplayWriter and NovelWriter. Role sub-
relationships can inherit or override attributes
fromrole super-relationship; (3) arolerelationship
induces a role relationship class as a sub-class of
its target class. With the role relationship actor
connecting the class Movie and the class Person,
arole relationship class Actor(Movie) is induced.
It is a sub-class of Person whose instances are all
movie actors.

Context-Dependent Information

Arolerelationship connecting the source class and
the target class is directed. INM uses context rela-
tionships to represent inverse relationships from
the target class to the source class. Furthermore,
it uses identification to denote further semantic
explanation of a role relationship under its cor-
responding context relationship. For example,
we can define the context relationship Actsin to
inversely relate the target class Person and the
source class Movie. In addition, the identification
Filmography fortherole relationship Actorisused
todenote the Filmography of an instance of Person
asthe Actorinacertain Movie. INM automatically
generates context-dependent information for the
target class instance. Context-dependent informa-
tion combines contextrelationships, identification
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and context attributes. Mel Gibson is an actor of
movie Braveheart and the character he playsin the
movieis William Wallace. With INM, Braveheart
and MelGibson are instances of the object class
Movie and the object class Person respectively,
and they are connected by the role relationship
Actor. If we define the context relationship Act-
sin and the identification Filmography for the
role relationship Actor, INM will automatically
generate the context-dependent information of the
instance MelGibson as follow: ActsIn: Braveheart|
Filmography:Actor{@CharacterName: “William
Wallace™]].

Case Study

To clearly illustrate the core concepts of INM
and compare its modeling mechanism with role
models more intuitively, consider a film industry
information modeling scenario.

Amovie involves various kinds of people such
as actors, actresses and a director(s). In the movie
Braveheart, Mel Gibson is both a director and an
actor. Sophie Marceau performed the character
Princess Isabelle in the movie Braveheart and
performed the character Anna Karenina in the
movie Anna Karenina. With role models, we can
define Person as an object class with attribute
Birthday. Actor, Actress and Director are the
roles of Person. All these roles have the attribute
Movie. Actor and Actress have the other attribute
Character. The schema and the instance are shown
in Figure 1.

The main problem with role models is that
they focus on the roles of objects independently
rather than theroles ofthe objects in their contexts,
especially in the relationships between objects.
As a result, information regarding a real world
object has to be scattered in several instances: an
object instance and several role instances to deal
with the dynamic nature of objects during
their lifetime.

In INM, we treat Movie and Person as ob-
ject classes, Actor, Actress and Director as role
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Figure 1. Modeling in role model
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Figure 2. Modeling in information networking model
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relationships connecting the object classes In comparison with the existing data model,
Movie and Person. Figure 2 is the equivalent INM has the following features:
representation of Figure 1 with INM. The object
classes Movie and Person are respectively called 1.  Wetreat Actor and Director as the role rela-
the source class and the target class of the cor- tionships from Movie to Person rather than
responding role relationships. The role relation- the subclasses or the role classes of Person
ships Actor and Actress have the same context independently.
relationship Actsin. The role relationship Direc- 2. All the information regarding real world
tor has the context relationship DirectIn. They objects are grouped in one instance, such as
all have identification Filmography. As shown an instance of Director and Actor identified
in Figure 2, Mel Gibson’s filmography includes with Mel Gibson, rather than scattered in
the director and actor of the movie Braveheart, several instances: one object instance Mel
and Sohpie Marceau’s filmography includes the Gibson and several role instances of Director
actress of the movie Braveheart and the actress and Actor.
of the movie Anna Karenina. 3. Context-dependent information is auto-

matically generated in the target class and
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contains context relationship information,
identification information and context at-
tribute values. Forexample, Actsin.: Bravehe
art[Filmography:Actor[@CharacterName:
William Wallace]] and DirectsIn:Bravehea
rt[Filmography:Braveheart.Director] are
both the context-dependent information in
the instance of Mel Gibson.

4.  Role relationships may have hierarchy. In
Figure 2, role relationship Actor could have
LeadingRole and SupportingRole as its sub-
relationship; they are role sub-relationships.
LeadingRole and SupportingRole inherit the
attribute Character and their target class is
Person as well.

5. Role relationship induces role relationship
class as a sub-category of its target class. In
Figure 2, three role relationship classes will
be induced: Actor(Movie), Director(Movie)
and Actress(Movie). They are three sub-
categories of the class Person. Mel Gibson
belongs to both sub-category Actor(Movie)
and sub-category Director(Movie).

SEMANTIC MULTIMEDIA
DATA MODELING

We have introduced the features of multimedia
dataand INM in preceding sections. In this section,
we will elaborate the advantages of our approach
in multimedia data management.

Modeling the Dynamic Features
of Multimedia Data

The fact that the semantics of multimedia data
is dynamic, diversified and contextual leads to
a significant challenge of multimedia data re-
trieval. Qing Li, Jun Yang, and Yueting Zhuang
(2002) stated the semantics of multimedia
data, which features context-dependency and
media-independency, is of vital importance to
multimedia applications.
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Context-dependency refers that the semantic
interpretations of multimedia objects, such as still
images or document files, much depend on the
contextual environment. The contextual environ-
ment implies the three aspects: the purposes of
media objects, context where media objects are
presented and the other data that interacts with
the media objects. Considering the following
example, in Figure 3 (a) and (b), the leftmost
images are the logo image of Linux named 7Tux.
When it is in the contextual environment of logo
image, as shown in Figure 3 (a), the meaning of
“logo image” is manifest. When the same image
is placed in Figure 3 (b), the meaning of “animal”
issuggested. Moreover, when amedia object pres-
ents in different contextual environment, it may
acquire the different context-based properties. For
example, as a logo image, Tux can be described
by “designer” and “usedTime”, whereas as an
animal, it has attributes like “name”, “category”
and “habitat”.

Now we show how to use INM-based solution
to model the dynamic semantics of Image Tux.
Asdepicted in Figure 4, Software, ContextDefault
and /mage are three object classes. Logo is arole
relationship between Software and Image with
context-based attributes designer and usedTime,
which means that an image is a software logo and
the logo is designed by the designer and used
during usedTime. Animal is a role relationship
between ContextDefault and Image. It has the
context-based attributes Name, Category and
Habitat which means an image plays the role of
animal and need to be described by attributes
Name, Category, and Habitat. (ContextDefault is
a system default object class and ContextObject
is the default instance of ContextDefault. Con-
textDefault is used as the source class of the role
relationships which don’t have specific context).
As we learned from previous section, two role
relationship classes Logo(sofiware) and Animal
will be generated automatically for object class
Image as its sub-classes. Image instances belong
to different role relationship classes described
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Figure 3. (a) Tux in the context of logo (b) Tux in the context of animal

Figure 4. Modeling the dynamic features of multimedia data
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by different attributes. An Image instance
belonging to multiple role relationship classes
will be described by all the attributes with the
context information. That’s how INM supports
multiple classifications of multimedia data in a
natural way:.

The other issue is media-independency which
means media object of different types may suggest
the similar or related semantic meaning. For ex-
ample, there are a picture of penguin and a video
of lion. Though the two objects belong to differ-
entmedia, they all contribute to interpret the same
concept “animal” and therefore can be described
with the same set of properties, such as “name”,
“category” and “habitat”. Figure 5 is an extension
of Figure 4, which presents a solution based on

Designer:Larry Ewing
UsedTime:1996-Current

Linux

%

ContextObject

A
Name:Penguin
Category:Aves
Habitat: Antarictica

O

(b) Instance

INM. As depicted in Figure 5, both object class
Image and Video are the target classes of role
relationship Animal, therefore both of them
can described by the context-based attributes
Name, Category and Habitat defined in role
relationship Animal.

Now we use INM-based database language to
model the sample in Figure 4 and Figure 5.

Schema Definition
A class schema is mainly made up of three parts:
1. “Class” as a declaration of an object class;

2. Class name: as shown in Exhibit 1, all bold
type words are the name of the object class;
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Figure 5. Solution of the media-independency feature of multimedia data
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Exhibit 1.

Class Image[(@imageData:oid];
Class Video([@videoData:o0id];

Class Software|

Logo[ r-based(@designer:String,

- Name:Penguin }
| Category:Aves

. Habitat: Antarctica g
|
. —

. Name:Lion
"y Category:Mammalia
Habitat:Grassland

(b) Instance

@usedTime:String) ] :Image]];

Class reuse ContextDefault]|

Animal[ r-based@name:String,

habitat:String) : Image|Video]];

3. Class body: Class body is in a bracket and
made up of attributes, role relationships and
their target object classes and relations with
other classes.

As shown in Exhibit 1, the attribute start with
the symbol “@” and the type of the attributes
must be given. Role relationship name is shown
as the italics, and key word “r-based” indicates
the role attributes.

Here, we create three classes: Image, Video
and Software (ContextDefault is a system default
class and already exist in system, therefore, when
we need to redefine it, we use the key word “re-
use”, and the old elements will be retained in the
new definition).
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@category:String,
@

Data Insertion

In Exhibit 2, we insert an image object Tux, a
video object LionLive and a software object Linux.
We use function LargeObject import to insert
the large object data. As shown in Figure 4 (b),
ContextObject is the default instance of Class
ContextDefault, and when we insert some data
in ContextObject, it can be omitted in the data
manipulation language.

Data Query Language

A new query language named Information Net-
working Model Query Language (INMQL) is
designed. First, a simple introduction of some key
symbols in INMQL will be given. Then we use
some examples to explain how INMQL works.
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Exhibit 2.
Insert Image Tux[@imageData:LargeObject import(‘file address’)];
Insert Video LionLive[@videoData:LargeObject import (‘file address’)];

Insert Software Linux]|

Logo:Tux|[ @designer:”Larry Ewing”,

Insert Contextdefault [

QusedTime:”1996-Current”]];

Animal:Image.Tux|[ @name:”Penguin”,

habitat:”Antartica”],

@category:”Aves”,

@

Animal:Video.LionLive[ @name:”Lion”,

category:”Mammalia”,

habitat:”Grassland”]];

1. Single value variable: $X.

2. $Xisavariablethatmatch oneattribute value
or object instance at a time, but the query
results are always a set at a time. Like SQL,
select X from .... Xmatches one at a time but
the result may have many. (e.g. As shown
in Figure 6, example (1)(2), Software $X
means $X is the instance of class Software
and Image $X =Tux means $X is the instance
Tux of class Image.)

3. Wildcard character “*”: * is a wildcard
character. If we an object class instance is as-
signed to variable $X, we can use “construct
3X*” to construct all content of the instance.
(e.g. As shown in Figure 6 (example 1, 2),
the result is the whole object but not just the
object name.);

4.  Pathexpressions: slash (/) and double slashes
(//). The path expressions here are similar
with XPath in XML. Slash (/) stands for
parent-child relationship and slashes (//)
stands for ancestor-descendant relationship.

5. Construct result: using the key word “con-
struct”. Symbol “<>”isused for constructing
group result. As shown in Figure 6 (example

3), the result is grouped as pair of animal
name and animal video data.

INM-Based Multimedia Data
Modeling Mechanism

Besides the dynamic feature, multimedia data is
diversity, which means multimedia have different
types of media data. Most research only focus on
the contend-based multimedia retrieval which
addresses single media processing. On the other
side, multimedia data is prevailing and content-
based multimedia retrieval may help little with
many application systems that multiple types of
media data is involved, such as the social network
websites (e.g. Facebook, MySpace). In these ap-
plications, users’ profiles, photos, videos, notes
and relationships between users, etc., should
be managed. In this section, we will propose a
complementary mechanism compared with the
content-based retrieval technique for multimedia
data. Our mechanism focuses on the semantic
relationship between external semantic environ-
ment and multimedia data. The general idea of
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Figure 6. Sample queries

Example 1: Query all information about software Linux
Query1: Software $X = Linux construct $X*

Result: Linux[
Logo:Tux]

Example 2: Query all information about Image Tux

Query2: Image $X = Tux construct $X*

(Ll
Result: Tux|
@imageData: ImageOid ® >
:Linux.Logo[
@designer:"Larry Ewing”, —

@usedTime:"1996-Current”],

.. Animal[
@name:"Penguin”,
@category:"Aves”,

@habitat:"Antarctica”]]

Example 3: Query the video data, whose content is about animals
whose habitat is grassland. Display the animal’'s name and the

video data content.

Query3: $Y = Video $X//Animal[@hatbitat="Grassland"]
construct <$Y//Animal/@name, $Y/@VideoData>

®
Result: <lion, VideoOid >

this novel mechanism is to place the multimedia
datain a complex semantic environment based on
the real world modeling or users’ requirements,
and then users can make use of both contextual
semantics and multimedia metadata to retrieval
the precise results they expect.

Multimedia Structure Modeling

Multimedia data has different types, such as video,
audio, image etc., and these types have their own
relationships. To well manage multimedia data,
we need to organize all kinds of multimedia data
properly.

First, we model multimedia based on their
taxonomic hierarchy structure. As shownin Figure
7 (a), object class Multimedia has all common at-
tributes used to describe multimedia data. Different
types of multimedia data, such as video, image
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and document, are modeled as the subclasses of
class Multimedia and inherit all its attributes. For
example, object class PDF inherit all the attribute
form both class Multimedia and class Document,
and it also has the specific attribute Pages which
present how many pages a PDF document con-
tains. These attributes are mainly the metadata
about multimedia files. These metadata are not
only used to describe the features of multimedia
data, and more importantly they help us to browse,
filter and retrieve the multimedia data. Metadata
can be extracted from multimedia files or added
manually. Many web multimedia search engines
such as Microsoft Live Search, Google Image and
Yahoo Search use this way to search the multime-
dia data. Besides the low level metadata, such as
size of file, resolution of an image etc., semantic
annotation is also very important for multimedia
retrieval. The famous websites like YouTube,



Towards a Dynamic Semantic and Complex Relationship Modeling of Multimedia Data

Figure 7. (a) Multimedia hierarchy structure (b) Multimedia internal relations
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Flickr and MySpace provide a mechanism that
offer users the ability to add tags to multimedia
data, thereby enabling the data to be classified,
searched and filtered.

Secondly, we can model the relations between
different media types, as depicted in Figure 7 (b).
Besides the hierarchy relationship, there are many
other relations among different media types. For
example, a video object is made up of many still
image objects, so there is a relationship between
object class Video and object class Image. We can
define the relation from Video to Image as Ap-
pears and the inverse relation from Image to
Video as Appeardin, vice versa. The relationships
between different media can be bidirectional or
mono-directional. In Figure 9, just relation
LinkTo is mono-directional, which presents an
html file contain the hyperlink linking to other
objects. The relation is heritable. If there is a rela-
tion names R from object class 4 to object class
B, then A4 has the relation R with all subclasses of
B. Such as in Figure 9, HTML can link to any
kinds of media data. With these relations, we can
find different media data in a navigation way.
Moreover, we can use these relations to construct
more meaningful query.

I (b)

Context-Based Multimedia
Semantic Modeling

The general idea of our context-based multimedia
semantic modeling is to place the multimedia data
in a complex semantic environment based on the
real world modeling or users’ requirements. There
are three steps:

First, we model the multimedia data, which
includes the hierarchy structure of multimedia
data and relations in different types of media data.
Secondly, we model the semantic application
environment based on the real world application
requirements. Lastly, we build the relationships
between the semantic application environment
and multimedia data.

We take the movie database as the example. A
movie can be related to many types of multime-
dia data. The digital movie file, trailer, features
and movie clips are the video data. A movie may
contain many songs are audio data. The film
stills, posters of a movie are image data. Besides
these multimedia data, a movie itself contains a
lot of information, such as cast, director, writer,
genre, plot, awards etc. A typical online database
to provide information about movies is IMDb
(Internet Movie Database). IMDb mainly pro-
vides the descriptive information about movies,
except for some photos and a few videos. On the
other hand, if you search the video data in Google
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Video or Microsoft Live Search, you can only
use some simple keywords and then the system
will return thousands of related results. User can
filter the results with the basic metadata such as
the duration or resolution of the video. Now the
question is how we combine the two approaches
and then we can take advantages of both. With
the metadata information, we can filter multi-
media data by their size, type and semantic tags.
Then with the contextual information, we can
search multimedia data not only use the simple
tags or basic metadata, but use the rich semantic
contextual information.

As shown in Figure 8, we take movie database
asthe exampleto elaborate INM-based multimedia
modeling mechanism. For the movie database
modeling, we may need to store the movie video
data like trailers, features etc., songs as the audio
data, and posters as image data. The first step
is modeling the multimedia data layer, which
includes the hierarchical structure of multimedia
data, the basic metadata attributes and relations
in different types of media data. Here we give a
simplified view of this layer. A full schema was
given in Figure 7 but it is changeable, depending
on the application requirements. The second step
is constructing the semantic application layer
based on the natural features of movies. Besides
the multimedia features, a movie has connections
with many other objects. INM allows us to directly
model the real world based on its organizational
structure, so data modeling process can be greatly
simplified. In the last step, we built the semantic
relationship layer which modeled the relation-
ships between semantic application Layer and
multimedia data layer with role relationships.
We can use the role relationships to represent the
semantics of media data in a particular contextual
environment. For example, an image can be a film
still of a movie, and we can define context based
attributes castName and character to stand for
the name of the casts and their character name
respectively. As mentioned in previous section,
an image file can be of different interpretations
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with different perspectives and in different context.
What we need to do is just building the different
relationship between object classes in semantic
application layer and object classes in multimedia
data layer.

As elaborated in the paper (Liu & Hu, 2009),
INM supports even more complicated relation-
ships. With these rich semantic relationships, we
can construct very powerful queries using INMQL
with concise syntax to get precise results.
This takes advantage of all basic metadata, se-
mantic relationships and contextual semantics
based on our modeling mechanism. Moreover,
powerful semantic navigation functions can be
easily implemented.

FUTURE RESEARCH DIRECTIONS

Ramesh Jain (2008) mentioned that “Multimedia
researchers should be using content and context
synergistically for bridging the semantic gap”. In
this chapter, we focused on the contextual seman-
tics of multimedia application data management.
Although we discussed multimedia structure
modeling (including the basic multimedia meta-
data and relationship between different media
types), the real complex audiovisual content
that MPEG-7 describes is not involved in the
chapter. The multimedia content that adheres to
MPEG-7 is mainly organized with XML format.
Many research publications have been devoted
to mapping, indexing, and query MPEG-7 mul-
timedia metadata in DBMS. As we presented, our
Information Networking Model is more powerful
and natured to model the semantic relationship
of the real world than existing models. It also
provides a more powerful query mechanism, so I
believe it can do better to manage MPEG-7 than
existing DBMSs. Next, we have the following
research work to continue. First, we will improve
INM itself, in ways such as reasoning ability,
based on the application requirements; we will
go on to perfect our contextual based modeling
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Figure 8. INM-based multimedia application modeling
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mechanism and to find more multimedia appli-
cation cases that can be well supported with our
approaches. Second, we try to figure out how to
model multimedia semantic content with INM. In
this regard, we need to figure out how to manage
XML with INM. Finally, we can look to combine
both content and context, producing a two-sided
multimedia data retrieval system.

CONCLUSION

In this chapter, we have introduced a new model
titled the Information Networking Model. It pro-
vides a strong semantic modeling mechanism that
allows us to model the real world in a natural and
direct way. With INM, we can model multimedia
data which consists of dynamic semantics. The
context-dependency and media-independency
features of multimedia data can easily be repre-
sented by INM. In addition, multimedia multiple
classifications are naturally supported. Based on
INM, we proposed a multimedia data modeling
mechanism in which users can take advantage of

basic multimedia metadata, semantic relationships
and contextual semantic information to search
multimedia data.
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KEY TERMS AND DEFINITIONS

Context-Based Multimedia Retrieval: The
information retrieval methods rely on the contex-
tual environment rather than the semantic content
of the multimedia data itself.

Context-Dependency: The semantics of
multimedia data are not only determined by the
multimedia data themselves, but also the contex-
tual environment that they are associated with.

Contextual Environment: The contextual
environment is composed of three aspects: the
purposes of the media objects, the context in
which media objects are presented and the other
data that interacts with the media objects itself.

Information Networking Model: A novel
database model focuses on modeling the complex
relationship of real world information. It can
model complex relationships between objects,
between objects and relationships, and between
relationships. It supports context-dependent rep-
resentation and access to object properties as well
as providing one-to-one correspondence between
the real world and the corresponding information
model in a simple, natural and direct manner.

Media-Independency: Different types of
multimedia data, such as images, videos and text,
may share similar semantic meaning and require
a common set of properties to describe them.

Multimedia Multiple Classifications: A
multimedia object can belong to several different
categories simultaneously. A category is a collec-
tion of objects with common semantics and can
be described by common attributes.
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ABSTRACT

With increasing use of multimedia in various domains, several metadata standards appeared these last

decades in order to facilitate the manipulation of multimedia contents. These standards help consum-

ers to search content they desire and to adapt the retrieved content according to consumers’ profiles

and preferences. However, in order to extract information from a given standard, a user must have a

pre-knowledge about this latest. This condition is not easy to satisfy due to the increasing number of
available standards. In this chapter, we introduce some of the main de facto multimedia standards that
cover the description, by means of metadata, of the content and of the use context (profiles, devices,
networks...). We discuss then the benefits of proposing an integrated vision of multimedia metadata
standards through the usage of a generic multimedia metadata integration system, and we expose the

challenges of its implementation.

INTRODUCTION

Nowadays, with the vast expansion of the World
Wide Web, several standards (such as MPEG-
7(Chang, 2001), MPEG-21(Pereira, 2001), TV-
Anytime (TV-Anytime Forum, 2003), etc.) have

DOI: 10.4018/978-1-61350-126-9.ch011

appeared for enhancing the retrieval, the usage
and the delivery of multimedia data over a variety
of channels (Web, TV, mobile). Those standards
introduce descriptions of the content itself and
of the context in which the content was created
or for which the content was designed. We call
these descriptions metadata as they bring new
knowledge about the content and the context

Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
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seen as regular data. The metadata presented in
various multimedia standards describe different
kinds of multimedia contents (e.g., video, image,
audio, etc.), devices consuming or transmitting
these contents (e.g., networks, TV, mobile, etc.),
services processing or dealing with them (e.g.,
search, adaptation, etc.) and finally environment of
user consuming these contents (e.g., user profile,
user preference, etc.).

The first category of metadata presented here
above, which is about content, can be found in
multimedia standards such as (MPEG-7, Dublin
Core (Weibel, 1998) or TV Anytime), as well as
in different ongoing research projects such as the
one defended by the CAM4Home Consortium’
which proposes a dedicated content description
schema called CAM Core Metadata (ITEA2-
CAM4Home, 2008). This kind of metadata
provides explicit knowledge about the features
of the content (genre, appearing concepts, etc.)
and about the physical properties of the content
(required bandwidth, required decoders, file size,
resolution, etc.). This knowledge improves the
search processes as it enriches the signal-based
characterization of content, with explicit knowl-
edge closer to user criteria (such as, meaning-full
keywords). The content-related metadata can also
be used in order to propose adequate adaptation
processes as, depending on the type of content,
specific techniques might apply better.

The last three categories presented above are
about the context in which the delivery of mul-
timedia content takes place. Standards such as
MPEG-21, CC/PP (Klyne, 2004) or description
schemes like CAM Supplementary Metadata
schema proposed by the CAM4Home Consortium’
cover context-related information. These meta-
data offer knowledge that can also be injected in
search, retrieval and delivery processes. While
doing search, systems could benefit from the
information about the user access device in order
to propose content that are compatible. While do-
ing delivery, systems can interpret the capacity of
the access device and the capacity of the delivery

network and it can use this information in order
to adapt by simplifying accordingly the content
(doing transcoding or transrating for videos, doing
resolution reduction for images, doing filtering
for complex documents such as web pages, etc.).
Considering the current state of art with regard
to multimedia content and context descriptions,
standards and consortium initiatives, taken all
together, cover fairly well all aspects of the
multimedia delivery problem. However, in order
to take advantage of these entire standards one
must have a strong and a very diversified pre-
knowledge about a part or all of them. Besides
the specific encoding proposed by each solution,
those standards that are often created by specific
multimedia communities (such as Multimedia
Pictures Experts Groups — MPEG?, World Wide
Web Consortium - W3C?, Dublin Core — DC?,
CAM4HOME Consortium — C4H5,...) have led
to the availability of multiple terminological and
syntactical resources in numerous domain of
multimedia. These different types of metadata are
encoded using existing description languages (e.g.,
XML Schema (Thompson, 2009) for MPEG-7 and
TV-Anytime or RDF Schema (Brickley, 2004 ) for
CAM Core Metadata and CAM Supplementary
Metadata), different vocabularies and different
ontologies depending on the community that has
created them. These multimedia contents can also
be enriched by other kind of metadata such as
consumers’ annotations (e.g., comments, social
tags, etc.) which is free text added by consum-
ers having different point of view and different
understanding about multimedia content.
Dealing with knowledge from multiple inde-
pendent metadata standards is one of the most
important challenges in multimedia domain due
to the semantic heterogeneity of information as
mentioned here above. The creation, the delivery
and the consumption of rich multimedia experi-
ences between different entities in multimedia
community (e.g., multimedia content consumers,
commercial content providers, simple producer,
etc.) requires that each of these entities must be
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ableto interpret all metadata standards used by the
community. However this requirement is not easy
to satisfy due to numerous standards which ap-
peared and will appear in multimedia community.

An important prerequisite solution for this
problem is to establish interoperability between
the various metadata representations. This can
be done by defining a framework for mapping
and converting between the different metadata
representations. The framework described in
this chapter is a multimedia metadata integra-
tion system we planned to integrate as part of
CAM4Home project to achieve both syntactical
and semantic interoperability between different
multimedia metadata standards used by multime-
dia community.

This chapter first gives an overview about
existing multimedia metadata standards and
CAM4Home projectinitiative (introduced above)
that covers a wide area of information related to
multimedia delivery and includes multimedia
content description, user preference and profile
description and devices characteristic description.
Then we relate about multimedia and generic inte-
grationissues by discussing the work doneby W3C
working group in order to integrate heterogeneous
metadata and some generic approaches providing
mapping between ontologies (Kalfoglou, 2002)
(Doan, 2002) (Doan, 2000).

The second part of the chapter is consecrated
to the illustration of the proposal of a new archi-
tecture for the multimedia metadata integration
system and discuss about challenges of its real-
ization. We first deal with the homogenization of
different encoding styles (XML Schema, RDF
Schema, and OWL (McGuinness, 2004)). Then
we propose a solution for semantic disambigua-
tion of metadata descriptions by explicitating the
meaning of a concept with regard to its definition
context. Several meanings can be associated with
the same concept and a (definition) context-based
filtering process is proposed. Finally, we expose
the validation of mappings suggested by semantic
proximity measured between concepts after the
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disambiguisation phase. We use the expressive
power of Description Logic (Baader, 2003) in order
to describe assumption on the possible mapping.
The validation is proven or invalidate by using
a version of Tableau algorithm (Baader, 2001).

Multimedia Metadata Standards

In this section we briefly present some standards
and consortium initiatives related to content de-
scription (MPEG-7, TV-AnyTime, CAM Core
Metadatamodel) and context description (MPEG-
21,CC/PP,CAM Supplementary Metadata model
(Bilasco, 2010)). The aim of this section is two-
fold. It allows unfamiliar reader to get acquainted
with these standards and it also illustrates the
heterogeneity of multimedia metadata encoding
using specific community semantics and using
specific schema languages (XML Schema and
RDF Schema). We start by presenting the content-
related metadata standards.

Content-Related Metadata Standards

We have selected in this section three XML
Schema based standards (MPEG-7, TV-Anytime
and Dublin Core) as well as a description schema
designed within the CAM4Home project that is
defined using RDF Schema.

We have chosen three XML Schema based
standards in order to differentiate between stan-
dards with a very complex structural organiza-
tion such as MPEG-7 composed of hundreds of
descriptors defined by inheritance and yielding
complex compositions, light-weight standard such
as Dublin Core having moreover a simple and
linear structure and a small set of concepts and
intermediate with regard to schema complexity
such as TV-Anytime. The choice of TV-Anytime
is also guided by the fact that the TV community
that is slightly different from MPEG community,
and we are interested in how similar concepts were
brought in standards by different communities
having different cultural backgrounds.
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We have selected XML Schema based stan-
dards and RDF Schema in order to illustrate the
heterogeneity that can arouse with respect to the
underlying specification schema languages and
the need of migrating these underlying schema
languages to a common format.

MPEG-7

From the standardization efforts of the Working
Group Moving Picture Experts Group (MPEQG)
emerged in 2001 the MPEG-7 specifications.
MPEG-7 is a standard that covers the semantic
description of media resources. Although the
descriptors proposed in MPEG-7 specifically
cover the multimedia resources of type audio
and video, MPEG-7 is extensible and can include
other types of media. MPEG-7 provides a series
of'audio-visual description tools that are grouped
into the following categories: descriptors (D), de-
scription schemas (DS) and description definition
language (DDL).

A descriptor is a unit of indexing features
describing the primary visual, audio or object
semantic. The description schemes, which are
high-level descriptors, include several D and other
DS on structured and semantic units. The DDL
defines the syntax for creating new DS. Since
DDL is derived from XML Schema, DDL allows
the extensibility of the MPEG-7 (Bilasco, 2005).

DS defined in MPEG-7 currently cover the
following categories: visual description (VDS),
audio description (ADS) and structural descrip-
tion of multimedia content (MDS). VDS and ADS
describe the physical, logical or semantic structure
of multimedia document. These structures are built
using the DS offered by MDS. Figure 1 shows
a fragment of MPEG-7 standard specification
corresponding to the structural definition of the
VideoSegmentType thatis partofthe MDS scheme.
The construction of mapping between several
standards must take into account the eventual
lexical proximity (such as synonymies) between

label names (such as VideoSegment) as well as
the specificities of each underlying definition
language. By examining the XML Schema frag-
ment presented in Figure 1 we can observe that
the VideoSegmentType is an extension of a generic
SegmentType and it is composed by a sequence
of properties corresponding to other instances of
the MPEG-7 Structural (MDS) and Visual DS
(VDS). Each property has a given cardinality.
All these information constitutes the context of
the VideoSegment type definition. This kind of
information must be taken into account during
the mapping process as it would allow the filter-
ing among “false friends” mapping candidates.

TV-Anytime

TV-Anytime Forum is an association of organi-
zations which seeks to develop specifications to
enable audio-visual and other services based on
mass-market high volume digital storage in con-
sumer platforms. They have promoted ahomonym
standard, TV-Anytime which is a multimedia
metadata standard that allows consumers to select
and acquire content of interest.

TV-Anytime standard facilitates user browsing,
selection and acquisition of content independently
from their system of distribution, even if they are
enhanced TV, interactive TV (ATSC, DVB, DBS
and others) or Internet. TV-Anytime standard is
a specification linking the creators and content
providers to consumers. TV-Anytime allows the
access to different views, versions or editions of a
particular topic and it gives a short description for
contents. User is able to add personal metadata, as
annotation, comments, tags which can be useful
for search services. To ensure compatibility, TV-
Anytime has adopted a common representation
format for the exchange of metadata. The adopted
representation format is XML Schema.

The definition of the ProgramInformation-
Type is presented in the TV-Anytime fragment
shown in Figure 2. The structural organization
of this concept is notably less important than the
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Figure 1: Example of MPEG-7 description scheme. Definition of VideoSegmentType

01: <complexType name="VideoSegmentType">

02: <complexContent>

03: <extension base="mpeg7:SegmentType">

04: <sequence>

05: <choice minOccurs="0">

06: <element name="MediaTime" type="mpeg7:MediaTimeType" />

07: <element name="TemporalMask" type="mpeg7:TemporalMaskType" />

08: </choice>

09: <choice minOccurs="0" maxOccurs="unbounded">

10: <element name="VisualDescriptor" type="mpeg7:VisualDType"/>

11: <element name="VisualDescriptionScheme"
type="mpeg7:VisualDSType" />

12: <element name="VisualTimeSeriesDescriptor" type="mpeg7:VisualTimeSeriesType"/>

133 </choice>

14: <element name="MultipleView" type="mpeg7:MultipleViewType" minOccurs="0"/>

15: <element name="Mosaic" type="mpeg7:MosaicType" minOccurs="0" maxOccurs="unbounded" />

16: <choice minOccurs="0" maxOccurs="unbounded">

17: <element name="SpatialDecomposition" type="mpeg7:VideoSegmentSpatialDecompositionType" />

193 <element name="TemporalDecomposition"
type="mpeg7:VideoSegmentTemporalDecompositionType" />

20: <element name="SpatioTemporalDecomposition”
type="mpeg7:VideoSegmentSpatioTemporalDecompositionType" />

213 <element name="MediaSourceDecomposition”
type="mpeg7:VideoSegmentMediaSourceDecompositionType" />

22: </choice>

23: </sequence>

24: </extension>

25: </complexContent>

26: </complexType>

Figure 2. Example of TV-Anytime specification: Program information type

01: <complexType name="ProgramInformationType">

023 <sequence>

03: <element name="BasicDescription" type="tva:BasicContentDescriptionType"/>

04: <element name="OtherIdentifier" type="mpeg7:UniqueIDType" minOccurs="0"
maxOccurs="unbounded" />

05: <element name="AVAttributes" type="tva:AVAttributesType" minOccurs="0"/>

06: <element name="MemberOf" type="tva:BaseMemberOfType" minOccurs="0"
maxOccurs="unbounded" />

07: <element name="DerivedFrom" type="tva:DerivedFromType" minOccurs="0"/>

08: <element name="EpisodeOf" type="tva:EpisodeOfType" minOccurs="0"/>

09: <element name="PartOfAggregatedProgram" type="tva:CRIDType" minOccurs="0"/>

10: <element name="AggregationOf" type="tva:AggregationOfType" minOccurs="0" />

11: </sequence>

123 <attribute name="programId" type="tva:CRIDType" use="required"/>

133 <attributeGroup ref="tva:fragmentIdentification"/>

14: <attribute name="metadataOriginIDRef" type="tva:TVAIDRefType"use="optional"/>

153 <attribute ref="xml:lang" default="en" use="optional"/>

16: </complexType>

VideoSegment type of MPEG-7 presented in the
previous section. No inheritance information about
eventual parents is provided. The properties are

constraints on the structure are defined.

“mapping” candidates could be identified if less

defined by a single sequence construct with no
alternative constructs. The mapping ofthis concept
to other concepts in other standards would be more
straightforward than the mapping of a VideoSeg-
ment, however ambiguities might arise as many
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Dublin Core

The Dublin Core (WEIBEL, 1998) is one of the
more compact metadata standards which have very
simple structure. Itis used to describe information



Towards a Unified Multimedia Metadata Management Solution

Figure 3. Example of Dublin Core specification

01: <xs:element name="title" substitutionGroup="any"/>

02: <xs:element name="creator" substitutionGroup="any"/>

03: <xs:element name="subject" substitutionGroup="any"/>

04: <xs:element name="description" substitutionGroup="any"/>
05: <xs:element name="publisher" substitutionGroup="any"/>
06: <xs:element name="contributor" substitutionGroup="any"/>
07: <xs:element name="date" substitutionGroup="any"/>

08: <xs:element name="type" substitutionGroup="any"/>

09: <xs:element name="format" substitutionGroup="any"/>

10: <xs:element name="identifier" substitutionGroup="any"/>
11: <xs:element name="source" substitutionGroup="any"/>

12: <xs:element name="language" substitutionGroup="any"/>
13: <xs:element name="relation" substitutionGroup="any"/>
14: <xs:element name="coverage" substitutionGroup="any"/>
15: <xs:element name="rights" substitutionGroup="any"/>

resources. It defines conventions for describing
things online in ways that make them easy to find.
Officially it contains fifteen elements (title, creator,
subject, description, publisher, contributor, date,
type, format, identifier, source, language, relation,
coverage, and rights).

The Dublin Core is already used to describe
digital materials such as video, sound, images,
text, and composite media, like web pages. These
fifteen elements were deliberately made simple
so that non-library catalogers could provide basic
information for resource discovery. Because ofits
simplicity, the Dublin Core has been used with
other types of materials, and for applications de-
manding increased complexity. Its design, which
allows for a minimum set of shareable metadata
in the Open Archive Initiative-Protocol for Meta-
data Harvesting, prove its efficiency as thousands
of projects worldwide, use the Dublin Core for
cataloging, or collecting data from the Web. Fig-
ure 3 shows the fifteen elements of Dublin Core
standard which are encoded using XML Schema.

The structural and the linguistic simplicity of
Dublin Core make it very easy for the mapping.
Its semantic is clearly described, calling only
external resources without any need to take into
account the structure of the concept, is sufficient
to link between proprieties defined in other
schemas and those specified in the Dublin Core
standard.

CAM4Home Core Metadata

CAM4Home Core Metadata is a part of the
CAM4Home Metadata model proposed by
the CAM4Home Consortium in order to deal
with multimedia content in the era of Web, TV
and mobile convergence. The objective of the
CAM4Home consortium is to create a metadata
enabled content delivery framework to allow end
users and commercial content providers to create
and deliver rich multimedia experiences. These
multimedia experiences are based on a novel
concept of collaborative aggregated multimedia.
The Collaborative Aggregated Multimedia (CAM)
refers to aggregation and composition of indi-
vidual multimedia contents (called objects) into
a content bundle that may include references to
content based services and can be delivered as a
semantically coherent set of content and related
services over various communication channels.
The consortium develops one common metadata
framework for CAM content that can be applied
forboth personal and commercial applications and
is interoperable with relevant standard metadata
and content representation technologies.
CAM4Home Core Metadata is part of the
CAM4Home Metadata Framework and offers
complete descriptions of the structure and be-
havior of core CAM entities which are necessary
to represent and manipulate simple or aggre-
gated multimedia content. CAM Core Metadata
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Figure 4. RDF-S definitions of concrete classes and properties

03: </rdfs:Class>

07: <rdfs:range rdf:resource="&xsd;string"/>
08: </rdf:Property>

AppearingConcept"

11: </rdfs:Class>

16: </rdf:Property>

09: <rdfs:Class rdf:about="&core;AppearingConcept"
rdfs:label="core:AppearingConcept">
10: <rdfs:subClassOf rdf:resource="&abstract;ContentFeatureMetadata"/>

12: <rdf:Property rdf:about="&core;hasAppearingConcepts “
13: <rdfs:range rdf:resource="&core;AppearingConcept"/>
14: <rdfs:domain rdf:resource="&core;MultimediaElementMetadata"/>

15: <rdfs:subPropertyOf rdf:resource="&abstract;hasFeatureMetadata"/>

01: <rdfs:Class rdf:about="&core;CAMElementMetadata" rdfs:label="core:CAMElementMetadata">
02: <rdfs:subClassOf rdf:resource="&abstract;ContentFeatureContainer"/>

04: <rdf:Property rdf:about="&core;title rdfs:label="core:title">
05: <rdfs:domain rdf:resource="&core;CAMElementMetadata"/>
06: <rdfs:subPropertyOf rdf:resource=“gabstract;simpleFeatureMetadata"/>

rdfs:comment="A class for representing an

rdfs:label="core:hasAppearingConcepts">

supports the representation of a wide variety of
Multimedia content in CAM Objects: download-
able applications, software services, images,
video, etc. Specific metadata is attached to dif-
ferent types of Multimedia entities. This metadata
describes both the content file or service deploy-
ment method and the actual content or service that
is provided. This metadata model also describes
the mechanisms by which CAM Bundles aggregate
CAM Objects.

A fragment of the CAM4Home Core Meta-
data specification done using RDF Schema is
shown in Figure 4. The example illustrates the
generic RDF Schema templates for introducing
simple and structured core metadata constructs
to specialize the abstract concepts into concrete
metadata elements. Any simple metadata used for
content feature description is directly associated
as a property which specializes the simpleFeatu
rePropertyrdf:property (lines 06-08 in Figure 4).
Any structured metadata used for content feature
description extends the ContentFeatureMetadata
class (lines 9-11 in Figure 4). It is associated with
a given concrete feature container by introducing
a property that links the container and the newly
created structured metadata. Anaming convention
has been adopted in order to make the property
name reflect the metadata construct they are
introducing. Complex properties use has prefix
before the actual class name. In the example shown
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in Figure 4, hasAppearingConcept is a complex
property in that it uses another class definition in
the metadata model (the AppearingConcept class).

The main difference with the XML Schema
based standards is that the class definition can be
done in separate places over an RDF Schema
document as well as for XML Schema language
all knowledge about a concept is contained
within the main definition of the concept
(xsd:complexElement). Forinstance, all properties
ofaconceptare defined independently (line 04-08
for core: title and line 12-16 for core: hasAp-
pearingConcept). Hence there is a need to have
a global approach in describing the complete
definition of a concept and not considering only
a local approach (with regard to the specification
document definition). Another specificity of RDF
Schema is that it may introduce refined type of
composition. In XML Schema world, each prop-
erty of a complex element can be seen isPartOf
relation. However, this might not always apply.
InRDF Schema properties can be typed and hence
more elaborate relation can be transposed without
any loss of information into the RDF Schema
descriptions.

Context-Related Metadata Standards

In the previous section we introduced some
metadata standards related to the description of
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multimedia content. The previous section offered
a view on how different encoding technologies
impact on the structure and the organization of
metadata standards. In the following we discuss
some metadata standards which introduce con-
cepts for characterizing the delivery context. The
aim of this section is to illustrate how different
communities (MPEG, CAM4Home and W3C)
perceive and models through metadata the deliv-
ery context. In all the standards which we present
here after (respectively MPEG-21, CAM4Home
Supplementary Metadata, CC/PP) concepts like
user device, access network, environmental con-
text and theirs properties are represented using
various constructs depending on the encoding
scheme considered.

MPEG-21

MPEG-21 Multimedia Framework proposes solu-
tions for the use of multimedia resources across a
wide variety of networks and access devices. To
achieve this, MPEG-21 addresses the standardiza-
tion of content management, reuse content in new
contexts of use, protection of rights of privacy of
consumers and providers of multimedia content,
etc. MPEG-21 is built on top of the family of
MPEG standards (MPEG-1, MPEG-2, MPEG-
4, MPEG-7) drawing particularly on MPEG-4
regarding the dissemination of information and
MPEG-7 semantic description for content.

MPEG-21 is organized into several parts that
can evolve independently. Each part covers one
of the aspects related to the management and dis-
semination of multimedia information. To date,
there are twelve parts which make up the platform
MPEG-21, among which the Digital Item Adapta-
tion (DIA). Authors in (Vetro, 2005) define sets of
tools for describing the environment of use and
properties of media resources which can affect
the diffusion process (terminals, networks, users
profile and preferences).

The fragment of MPEG-21 DIA presented
in Figure 5 illustrates the specification of the

TerminalCapabilities (lines 1 to 09 in Figure 5),
InputOutputCapabilities concept specification
(lines 10 to 20 in Figure 5) that embeds together
with audio information and DisplayCapabilities
of the device (lines 21-30 in Figure 5) such as
resolution or type of display device, etc. Hence
we have a four level description for introducing
characteristics of a device seen as a terminal giv-
ing user access to content.

In the following paragraph we will discuss
how the same concept Device or Terminal is
modeled and encoded with the metadata initiative
of the CAM4Home consortium.

CAM4Home Supplementary Metadata

CAM4Home Supplementary Metadata is a part
of the CAM4Home Metadata model proposed
by the CAM4Home Consortium that was briefly
introduced in the previous section.

CAM Supplementary Metadata schema pro-
vides information required to enable interoper-
ability of the platform services and supplement
the Core metadata. CAM Supplementary Metadata
provides the structures for profiling of users, com-
munities, devices, network and platform services.
For each one of these entities several profiles can
be associated in order to support time-dependant
(in the morning, in the afternoon) and usage-
dependent (at home, at work) characteristics.

Afragment ofthe schema describing the device
profiles and device-related metadata within the
CAM4Home Supplementary Metadata schemais
shown in Figure 6. A first rdf:property construct
introduces the hasC4HDeviceProfile property
(lines 1-4 in Figure 6) that links C4HDevicePro-
file description to a given C4HDevice. Further
on, the hasDeviceCapabilities property (defined
by lines 5-8 in Figure 6) attaches a DeviceCapa-
bilitiesDescription to a given C4HDeviceProfile.
Other descriptions not included in this fragment
such as software or hardware description can
be attached to a C4HDeviceProfile in order to
describe a specific device configuration. The
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Figure 5. Example of MPEG-21 DIA specification of TerminalCapabilities and DisplayCapabilities

02: <complexContent>

08: </complexContent>
09: </complexType>

11: <complexContent>

19: </complexContent>
20: </complexType>

22: <complexContent>

29: </complexContent>
30: </complexType>

01: <complexType name="TerminalCapabilitiesType">

03: <extension base="dia:DIAUsageEnvironmentBaseType">

04: <sequence>

05: <element name="TerminalCapabilities" type="dia:TerminalCapabilitiesBaseType minOccurs="0"
maxOccurs="unbounded" />

06: </sequence>

07: </extension>

10: <complexType name="InputOutputCapabilitiesType">

12: <extension base="dia:TerminalCapabilitiesBaseType">

13: <sequence>

14: <element name="Display" type="dia:DisplayCapabilitiesType“™ minOccurs="0"
maxOccurs="unbounded" />

15: <element name="AudioOut" type="dia:AudioOutputCapabilitiesType" minOccurs="0"/>

16: <element name="UserInteractionInputSupport" type="dia:UserInteractionInputSupportType "
minOccurs="0"/>

17: </sequence>

18: </extension>

21: <complexType name="DisplayCapabilitiesType">

23: <extension base="dia:DIABaseType">

24: <sequence>

25: <element name="Resolution" type="ResolutionType" minOccurs="0" maxOccurs="unbounded" />

26: <element name="DisplayDevice“type="mpeg7:ControlledTermUseType" minOccurs="0"
maxOccurs="unbounded" />

27: </sequence>

28: </extension>

DeviceCapabilitesDescription (lines 13-15 in
Figure 6) is composed of Display Capabilities
descriptions (lines 13-23 in Figure 6), Audio
Capabilities description and Browser Capabilities
(not included in the fragment). Properties such as
display Size (lines 16-19 in Figure 6) and type
Of Display (lines 20-23 in Figure 6) describe the
display capabilities of a device.

From alogical point of view, many similarities
can be observed between the MPEG-21 DIA
TerminalCapabilities and C4HDevice descrip-
tions. DeviceCapabilitiesDescription (from
CAM4Home) element could be partially mapped
onto the TerminalCapabilities (from MPEG-21
DIA) element. DisplayCapabilities concept is
available in both specification, however they
encoding is quite different with regard to the labels
used for introducing display-related properties
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(e.g. displaySize in CAM4Home vs. Resolution
in MPEG-21 DIA) and the way the properties are
encoded (e.g. displaySize as a string vs. Resolu-
tion as a complex element having a vertical and
horizontal resolution components).

However, the MPEG-21 DIA addresses the
issue of characterizing a wide variety of access
devices. The CAM4Home project only considered
asmall set of devices such as 3G mobiles phones,
TV set-top boxes, laptop and desktop computers.

A fine grain analysis of MPEG-21 DIA and
CAM4Home Supplementary Metadata suggests
that the CAM4Home Supplementary Metadata
can be partially mapped on a subset of MPEG-21
DIA descriptions. A coherent metadata integration
approach should be able to identify similarities like
the one we have presented above by going beyond
the logical structure imposed by XML Schema
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Figure 6. Example of CAM4Home supplementary specification of Device and DisplayCapabilities

04: </rdf:Property>

08: </rdf:Property>

12: </rdf:Property>

15: </rdfs:Class>

18: <rdfs:range rdf:resource="xsd:string"/>
19: </rdf:Property>

22: <rdfs:range rdf:resource="xsd:string"/>
23: </rdf:Property>

0l: <rdf:Property rdf:about="&supplementary;hasC4HDeviceProfile" ...>
02: <rdfs:domain rdf:resource="&supplementary;C4HDevice"/>
03: <rdfs:range rdf:resource="&supplementary;C4HDeviceProfile"/>

05: <rdf:Property rdf:about="&supplementary;hasDeviceCapabilities" ...>
06: <rdfs:range rdf:resource="&supplementary;C4HDeviceCapabilitiesDescription"/>
07: <rdfs:domain rdf:resource="&supplementary;C4HDeviceProfile"/>

09: <rdf:Property rdf:about="&supplementary;hasDisplayCapabilities" ...>
10: <rdfs:domain rdf:resource="&supplementary;C4HDeviceCapabilitiesDescription"/>
11: <rdfs:range rdf:resource="&supplementary;DisplayCapabilities"/>

13: <rdfs:Class rdf:about="&supplementary;DisplayCapabilities" ..>
14: <rdfs:subClassOf rdf:resource="&abstract;DeviceMetadata"/>

16: <rdf:Property rdf:about="&supplementary;displaySize" ...>

17: <rdfs:domain rdf:resource="&supplementary;DisplayCapabilities"/>

20: <rdf:Property rdf:about="&supplementary;typeOfDisplay"”" ...>
21: <rdfs:domain rdf:resource="&supplementary;DisplayCapabilities"/>

or RDF Schema constructs. The computation of
partial mappings between parts of the metadata
specifications seems also to be very useful when
considering specifications having complex struc-
tures like the ones exhibited by MPEG-21 DIA.

CC/PP

As part of a framework for adaptation and con-
textualization of content, a format; called CC/PP
that can describe the possibilities of a user agent
(Web browser, modem, etc.) was proposed by
W3C. The CC/PP is a language based on profile
description. Each CC/PP profile is a description
ofthe possibilities of access device and user pref-
erences that can be used to guide the adaptation
of contents.CC/PP is based on RDF, which was
developed by the W3C as a language for describ-
ing metadata. RDF provides a basic framework
for the scalability of CC/PP vocabulary, through
the usage of XML namespaces.

CC/PP Profile contains attributes and values
which are processed by a server to determine the
most appropriate form ofamediaresource relative
to this profile. It is structured to enable a client
and/or an intermediate server to describe their

capabilities by referring: a) a standard profile,
accessible to origin server or other sender and b)
a smaller set of properties outside the standard
profile, but understood by both parties. CC/PP
profile is structured in a hierarchy with 2 levels
with a number of components, each component
having at least one or more attributes.

The main difference with the previous stan-
dards is that CC/PP specifications provide only
very few predefined concepts (Profile, Compo-
nent, Property, Structure and Attribute). A pro-
file is composed of one or several components.
Components are described either using CC/PP
natives’ properties such as CC/PP structures and
CC/PP attributes or using properties defined by
external schemas. The CC/PP standard was con-
ceived as a generic approach for describing any
kind of client profiles. Constructing the mapping
between other standards and CC/PP should be
envisioned in a new way as CC/PP is more over
a container (having a structure that conforms the
profile-component pattern) of descriptions. When
mapping CC/PPto other standards we should take
into account the RDF Schema included in CC/PP
description through specific XML namespaces.
For CC/PP-related the mapping one should
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Figure 7. CC/PP profile definition using a specific namespace for component properties

01: <rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:ccpp="http://www.w3.0rg/2002/11/08-ccpp-schema#">

02: <rdf:Description rdf:about="http://www.example.com/profile#MyProfile">

03: <cpp:component>

04: <rdf:Description rdf:about="http://www.example.com/profile#TerminalHardware">

05: <!-- TerminalHardware properties here -->

06: </rdf:Description>

07: </ccpp:component>

08: <ccpp:component>

09: <rdf:Description rdf:about="http://www.example.com/profile#TerminalSoftware">

103 <!-- TerminalSoftware properties here -->

1 g </rdf:Description>

12: </ccpp:component>

13: <ccpp:component>

14: <rdf:Description rdf:about="http://www.example.com/profile#TerminalBrowser">

153 <!-- TerminalBrowser properties here -->

16: </rdf:Description>

17: </ccpp:component>

18: </rdf:Description>

19: </rdf:RDF>

consider the instances of CC/PP profiles and the
mapping will be done among the RDF Schema
associated with the XML namespaces. So, here
we have to consider a specific schema mapping
process driven by instances.

For instance, the CC/PP fragment in Figure
7 introduces three components: TerminalHard-
ware (lines 3-7), TerminalSoftware (lines 8-12)
and TerminalBrowser (lines 13-17). These com-
ponents where defined as belonging the http://
www.example.com/profile namespace. Hence,
if one considers mapping the fragment in 7 onto
other standards, one should compute a mapping
between the RDF Schema corresponding to the
http://www.example.com/profile namespace and
the given standard.

EXISTING METADATA INTEGRATION
SOLUTIONS

In the previous chapter we introduced some
multimedia standards and we briefly discussed
some issues that can arise while trying to compute
mapping between existing multimedia standards,
usually characterized by highly complex schema
introduced numerous concepts and inter- or intra-
concepts relations.
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In the following, we briefly discuss some
solutions available in the current state-of-art that
addressed the problem of multimedia metadata
integration, Afterwards, we discuss the W3C
initiative, called Ontology for Media Object
(WonSuk, 2009), that opens the way to providing
specific mapping solutions closely related to de
facto multimedia standards as those presented in
the previous section. This section shows also some
works done in order to semi-automatically map
between heterogeneous descriptions structured
as generic ontologies.

The problem of integrating heterogeneous
multimedia metadata interested researcher this
lastdecade. (Garcia, 2005) proposed a framework
to integrate three different music ontologies. He
used the generated MPEG-7 OWL ontology as an
upper-ontology (mediated schema) to integrate
other music metadata (MusicBrainz schema, Si-
mac music ontology and a music vocabulary to
describe performances). This music metadata are
mapped manually to MPEG-7 ontology. (Hunter,
2003) proposed a core top-level ontology for the
integration of information from different domains.
A core top-level is an extensible ontology that
expresses the basic concepts that are common
across a variety of domains and media types and
that can provide the basis for specialization into
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domain-specific concepts and vocabularies. It al-
lows the construction of well-defined mappings
between several domain-specific knowledge
representations (i.e., metadata vocabularies).

Some other frameworks have been proposed
to integrate multimedia metadata (Doerr, 2003)
(Tsinaraki, 2004) (Troncy, 2003). However, these
frameworks are limited and cover usually a small
number of standards. The Ontology for Media
Object mentioned previously is, at our knowl-
edge, the framework that considers the integra-
tion of the largest number of metadata standards.
Moreover, all exiting works, including Ontology
for Media Object are based on manual mapping
which requires experts having deep knowledge
about each considered standard and, hence, an
important time for the acquiring the knowledge
and processing hundreds of metadata definitions. A
semi-automatic framework for mapping between
different formats of metadata facilitates the inte-
gration process; this is the reason that drove us
to propose a new framework described later in
this book chapter. Our solution is inspired by the
existing generic ontology matching approaches.
We have studied these approaches in order to
select the most adequate approach for multimedia
metadata (Amir, 2009).

Ontology for Media Object (W3C)

In order to enhance the integration of heteroge-
neous metadata, since 2008 a new W3C working
group has been working at the definition of a new
system called Ontology and API for Media Object
(WonSuk, 2009). The ontology obtained follow-
ing the integration process is expected to support
cross-community data integration of information
related to multimedia content on the Web. The
APIwill provideread access and potentially write
access to media objects, relying on the definitions
from the ontology.

The Ontology for Media Object addresses the
inter-compatibility problem by providing a com-
mon set of properties to define the basic metadata

needed for media objects and the semantic links
between their values in different existing vocabu-
laries. It aims at circumventing the current prolif-
eration of video metadata formats by providing
full or partial translation and mapping between
the existing formats. The ontology is to be accom-
panied by an API that provides uniform access to
all elements defined by the ontology, which are
selected elements from different formats. Table 1
shows a part of the mapping result between some
multimedia metadata standards (METS, LOM2.1,
CableLabs 1.1, YouTube and TV-Anytime) and a
set of mediated ontology properties (API).

Notwithstanding the efforts of Ontology for
Media Object working group, we think that the
integration could benefit from the existing ap-
proaches to find a semi-automatic semantic map-
ping between a common set of properties which
amediator between user and metadata standards.
At the given time, the W3C working group con-
structs the mapping manually.

Currently the W3C Working Group considers
standards such as: Dublin Core, EXIF (EXIF,
2004), ID3 (ID3, 1999), IPTC (IPTC, 2008),
Media RSS (Media RSS, 2008), MPEG-7 and
XMP (XMP, 2008). The manual mapping is more
precise then the semi-automatic one, but the first
one is hard to realize for large standards and need
to be updated manually after each modification
or addition of new properties.

In order to deal with this problem, and to link
semi-automatically proprieties and concepts over
various multimedia standards we are working
in order to design and implement a multimedia
metadata integration system described in the
next section.

Ontology Metadata Mapping

A mapping is a sort of alignment between ontol-
ogy constructs as defined in (Kalfoglou, 2002).
That is, given two ontologies, one should be
able to map concepts found in the first ontology
onto the ones found in the second one. Several
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Table 1. A fragment of mapping table (Ontology for Media Object)
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Standards METS LOM 2.1 CableLabs 1.1 YouTube TV-Anytime
API
contributor metsHdr/agent | contribute Actors credit@role CreditsList/Cred-
Actors_Display itsltem + role
Advisories
Director
language X language Languages media:content(@ Language, Caption-
lang Language, SignLan-
guage
copyright Copyright X Provider copyright DRMDeclaration /
CopyrightNotice
format X format Encrypting_Sys- content@type AVAttributes
tem_Info
Encryption
Encryption_Algorithm
Encryption_Date
Encryption_Key Block
Encryption_Time
Encryption_Time
Audio_Type
genre ImageDescrip- Learnin- Genre content@medium Genre
tion, INAM gresourcetype Category

mapping algorithms have been proposed during
the last few years, each of them has been imple-
mented for a specific domain. Several surveys
(Kalfoglou, 2003) (Shvaiko, 2005) (Rahm, 2001)
about different existing method for ontologies
mapping show that their applicability depend on
utilization domain.

When doing ontology mapping, some authors
focus only on syntax and structure (Doan, 2002)
(Doan, 2000) others use specific semantics associ-
ated with concepts in the ontology and some of
them extract information from instances (Madha-
van, 2001) to give more precision during schema
mapping operation.

Kalfoglouand Schorlemmer (Kalfoglou, 2002)
developed an automatic method for ontology map-
ping, IF-Map, based on the Barwise-Seligman
theory of information flow. Their method built
on the proven theoretical ground of Barwise and
Seligman’s channel theory, provides a systematic
and mechanized way for deploying it on a distrib-
uted environment to perform ontology mapping
among a variety of different ontologies. They
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consider a mapping between two ontologies as a
logic informorphism and they apply tools based
channel theory to establish the semantic mapping.

Doan et al. (Doan, 2002) developed a system,
GLUE, which employs machine learning tech-
niques to find mappings. Given two ontologies,
for each concept in one ontology, GLUE finds the
most similar concept in the other ontology using
probabilistic definitions of several practical simi-
larity measures. It exploits information about the
concept instance such as the frequencies of words
in the text, instance names, the value formats, or
the characteristics of value distributions. GLUE
is an interesting approach and is applicable to
semi-structured metadata such as those defined
by XML Schema that implies a tree structure.
However, it does not take into consideration the
type of relationship between concepts. All map-
pings are considered as equivalence relationships.

Structural and syntactic solutions such Cupid
(Madhavan, 2001) can be applied with success for
semi-structured metadata but it does not offer a
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Figure 8. Metadata multimedia integration system architecture

good mean to resolve heterogeneity problem that
can arise while considering semantic resources.

Nevertheless, some of these approaches are
purely semantic and give interesting results in
specific domain depending on the complexity of
semantic and structure of resources. In the next
section we will present the approach that we
consider it as a compatible with the complexity
of multimedia metadata and it is applicable for
our suggested framework.

MULTIMEDIA METADATA
INTEGRATION SYSTEM

Firstly, we present the overview of our approach.
Secondly, we discuss some issues and solutions
regarding the homogenization of schema lan-
guages used before illustrating how we envision
computing mappings between various concepts
using formal tools such as Description Logic
(Baader, 2003).

Semantic mapping

Overview of the Approach

Figure 8 shows the general architecture of multi-
media metadata integration system. This system
helps users to interpret metadata encoded by
external formats (other than the one adopted as
the mediated format). The specification of exter-
nal formats is done by other communities which
use different technologies to encode multimedia
contents and contexts. The user of the integration
system is not able de understand the meaning of
this external metadata if it does not have a pre-
knowledge about it. The framework described
below is a solution to deal with this problem. It
allows user to access existing metadata requiring
knowledge only about the mediated schema.
With a view to making a good understanding
of the role of this framework, we present in Fig-
ure 9 an integrated mapping which we are ex-
perimenting within the CAM4HOME ITEA2
project. Figure 9 shows a fragment of CAM4Home
metadata model (that plays the role of the medi-
ated schema) mapped to two other metadata
standard (DIG35 and MPEG7) fragments. The
role of mapping consists of facilitating the access
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Figure 9. Example of CAM4Home metadata fragment mapped to DIG35 and MPEG7

C4H:MetadataFramework

fa

C4H:CoreMetadata

W

C4H:CAMBundleMetadata CAFECAMElementi et adata

&

C4H:ContextMetadata

4 /

C4H:GPSLocation

C4h:CreatorReference

to information of users regardless of the encoding
used by external standards. For instance, if a
CAMA4HOME user asks the following query get
c4h:CreatorReference of MediaObject#l and if
this information is not natively available in CAM-
4HOME format, the integration system exploits
existing mapping in order to rewrite queries and
to retrieve metadata from MPEG-7. Hence, the
user does not have to look by itself for equivalent
queries tailored for MPEG-7 constructs. The in-
tegration system must find the equivalence rela-
tionship between concepts in the mediated
schema and external metadata standards consid-
ered for integration.

The framework that we present here enables
the construction of single virtual integrated meta-
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DIG35:MetadataFramework

&

DIG35:GPS

DIG35:GPS_LAT_REF

DIG35:GPS_LATITUDE

DIG35:GPS_LONG_REF

MPEG7:MetadatadFramework

A

Mpeg7:BaseType

A

MPEGT:DSType

b

MPEGT:MediaAgentType

A

MPEG7:CreatorType

&

MPEGT:PersonNameType

data sources that regroups information required
by services or users dealing with metadata. With
this framework user does need any pre-knowledge
about all standards to be able to interpret their
meaning. End-user requests metadata from vir-
tual integrated metadata source which is the in-
terface between end user and all available meta-
data resources.

Virtual integrated metadata interpreter sends
the query to metadata source mediator which will
use translation rules to transform the query so it
matches the available metadata sources containing
the metadata corresponding to the query. Transla-
tion rules are defined according to the semantic
mapping done between the mediated schema and
different schemas describing metadata standards.
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Finally, metadata sources mediator translates
query results via rules back language used by
virtual integrated metadata source. The solution
we propose follows a Local As View approach.
As each source is integrated independently of the
other, the system is flexible and does not require
recomputing all mappings when a new standard is
integrated. In contrast to Local As View, adding,
deleting, updating one standard integrated in the
systemrequires a total change of mapping because
the properties of the mediated schema elements
were extracted according to the global mapping
previously done.

To implement the framework described here
above, four main challenges have to be taken into
consideration:

1. Syntactic heterogeneity due to the diversity
of existing description language. This kind
of heterogeneity is resolved by the homog-
enization of all standards to a unique format
able to express all semantics available in
each standard. The conversion must capture
all semantics in original schemas.

2. Finding the semantic alignment between
mediated schema and metadata multime-
dia standards. This step is done after the
homogenization.

3. Querytranslationrules definition according
to the complex alignment done between
mediated schema and metadata standards.

4.  Identification ofall information encoded by
different metadata format and describing a
given multimedia object.

In the following we will only talk about two
first challenges which are described in the next
sections.

Multimedia Metadata
Homogenization

Homogenization is a necessary stage to imple-
ment our suggested framework. (Kalfoglou,2003)

consider that a common representation language
is often necessary in order to create a semantic
mapping between heterogeneous resources.
Therefore, the challenge at this stage of the work
is to specify a set of translation rules to convert
between different encoding schema languages
(XML Schema, RDF Schema, OWL).This step
must be done with a minimum loss of structural
and semantic information.

Several research works have been done during
the last few years in order to resolve heterogene-
ity problem. Some of them focus on the syntactic
level of resources to resolve semantic ambiguity
(Chaudhri, 1998). Others have showed that using
different syntax or structure formalization is source
of various errors when transforming a representa-
tion into another (Bowers, 2000).

Since the appearance of XML, several multi-
media standards have adopted XML to describe
their metadata (MPEG-7, TV-Anytime, MPEG-
21,IEEELOM (LOM, 2002), SCORM (SCORM,
2004), etc.). However, XML Schema provides
support for explicit structural, cardinality and
datatyping constraints, but offers little support
for the semantic knowledge necessary to enable
flexible mapping between metadata domains.
RDF schema has appeared to cope with XML
Schema semantic limitations (Antoniou, 2008).
It provides support for rich semantic descriptions
but provide limited support for the specification
oflocal usage constraints. Finally, OWLappeared
as extension of RDF Schema, it allows maximum
semantic expressiveness. These three description
languages mentioned previously cover a large
amount of multimedia metadata standards (Haus-
enblas, 2007). For this reason we will restrict our
study to them within the integration framework
we plan to implement.

In order to implement our suggested framework
we chose to use OWL-DL (McGuinness, 2004)
which is sub-language of OWL as a common lan-
guage. OWL-DL has a sufficient expressiveness
for all types of multimedia metadata. Besides,
existing mapping approaches based on logic
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description methods cannotbe applicable to OWL-
Full ontology which is sometimes undecidable.

In order to convert XML Schema to OWL sev-
eral approaches have been proposed during the last
few years to alleviate the lack of formal semantics
in XML documents by converting this latest to
OWL ontology. Authors in (Matthias, 2004) made
a conversion only between XML Schema and
OWL without considering XML instance meta-
data, (Battle, 2004) has proposed an approach to
convert XML document to OWL ontology using
XML Schema. If this latest is not available they
generate it from XML data instance. Bohring et
al. (Bohring, 2005) proposed a framework for
converting a single XML instance document to
an OWL model. Authors in (Garcia, 2005) used
an approach called XSD2OWL to transform an
XML Schema into a set of OWL ontologies.

Authors of XSD20OWL introduced an adjust-
ment to first versions of XSD2OWL in order to
alleviate some lacks relative to some implicit se-
mantic after the conversion of XML Schema into
OWL ontology. The XSD2OWL produces three
ontologies: one describing the domain concepts
of the XML Schema, a second one describing
the user-defined value types used by the XML
Schema and finally a third one, keeping track of
the structure information (position of properties
in complex elements descriptions). The latest
ontology is necessary as all syntactic information
(like the order of properties) is lost when passing
to OWL encodings. The XSD2OWL mapping has
been successfully applied to the MPEG-7 XML
Schemas producing a MPEG-7 Ontology. The
result got from this conversion is interesting from
our pointof view. However, the ontology produced
is OWL-Full which is undecidable.

We think that the XS2OWL algorithm de-
scribed in (Chrisa, 2007) is more suitable for the
homogenization step as it responds to the follow-
ing requirements: It outputs OWL-DL ontologies,
which gives us the opportunity to use inference
based on description logic to find semantic
mapping. It conserves all structural information

186

which can be used for the mapping. Besides,
the XS20WL model and its implementation has
been successfully applied to several de-facto
multimedia standards (IEEE LOM, MPEG-21,
MPEG-7 and others) and its results showed that
the captured semantics is similar with the manu-
ally created one.

Concerning the conversion from RDF Schema
to OWL, we know that OWL is an extension of
RDF Schema. OWL inherits and extends RDF
Schema characteristics. Therefore, any docu-
ment which is valid according to RDF Schema
is valid as an OWL-Full ontology. However, this
condition is not always satisfied for OWL-DL
(Patel-Schneider, 2004). For this reason we must
distinguish between OWL-Full and OWL-DL.
Besides, the ontology result must be syntactically
compatible with the result of XS20WL algorithm
mentioned before.

Before presenting in detail the method for
computing mappings between concepts in various
multimedia metadata standards, we recall the main
conclusion ofthe homogenization step. Acommon
schema description language isneeded for comput-
ing coherent mappings. OWL-DL, notably due to
its decidability feature, was selected for playing
the role of common schema description language
within the integration framework. XS2OWL tool
will beused to convert XML Schemato OWL-DL.
A tool for converting RDF Schema to OWL-DL
will be developed within the framework.

Semantic Method for Multimedia
Metadata Mapping

The mapping process is a two step process. The
first one consists in associating explicit meaning
to concepts issued from various standards created
by communities having specific backgrounds.
The explicit meanings are defined with regard
to a neutral external semantic resource. In the
following, we use WordNet to do explicita-
tion. However other resources such as DBpedia
(Auer, 2008) or YAGO (Suchanek, 2008) can be
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Figure 10. (a) Mediated schema (on the left-side), (b) fragment of DIG35 (DIG35, 2002) standard ontology

ImageMetadata

R

considered as external resources in order to in-
crease the neutrality of the explicitation process.

Multimedia Metadata Explicitation

Because of the richness of natural language, dif-
ferent multimedia ontologies maybe use different
terminologies to denote the same concept. The ex-
plicitation of concept meanings is anecessary step
to offer adequate solution for facing the linguistic
heterogeneity (Bouquet, 2003). Explicitation is
done by giving all possible interpretations of each
concept via an external resource which contain a
set of synonyms for each concept.

We use WordNet (Fellbaum, 1998) as an
external resource for explicitation. WordNet is
an on-line lexical reference system developed at
Princeton University. It consists of synonym sets
called synsets, and each synset represents a single
distinct concept. For instance, the right-hand side
of Figure 10 is a part of DIG35 standard ontology
created manually. The explicitation of the embed-
ded Organization concept is represented by seven
synsets returned by WordNet: (Organization#1U
...UOrganization#7).

Each synset corresponds to a specific meaning
of the Organization concept. For instance, the
Organization#1lsynset contains words (sister
terms, hyponyms, etc) related to the notion of a

ImageMetadata
Information
Person
+ilame Organisation
+Age
HasLocation
HasLocation
HasWebAddress

group of people who work together. For instance,
the Organization#1synset contains words (sister
terms, hyponyms, etc) related to the notion of an
organized structure for arranging or classifying.

Concepts explicitation is a necessary step
because it gives to each concept all possible inter-
pretations for it. However, concepts explicitation
can also result in a wide enlargement of the field
ofmeaning of concepts. The selection of pertinent
classes of words considered (sister terms, hypo-
nyms, etc.) for each synset is an open issue. Sense
filtering is a needful operation which allows the
selection of the real meaning of concept. In order
to select the real meaning of a given concept C
on the hierarchy H, sense filtering operation uses,
n neighbors of C (C, ... C)) with regard to the
hierarchy H. Other resources can be also helpful
for sense filtering operation (e.g. extraction of
semantic from documentation, user comment,
and social tags for instance).

Mapping Discovering Using DL

Notwithstanding the existing approaches for on-
tology mapping, DL based techniques are more
appropriate for that, since they rely on the explicit
and formal semantics represented by ontologies.
When used for comparing ontologies, they en-
sure that the original semantics of resources is
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Table 2. DL axioms and corresponding set relations

DL Axioms Set relations
cicec2 & C1 N—C2 is unsatisfiable.
CI2C2 E C2 N=C1 is unsatisfiable.
CI=C2 o C1 N—C2 is unsatisfiable and C2N—C1 is unsatisfiable.
ciic2 & C1 N C2 is unsatisfiable.

Table 3. WordNet relations vs. subsumption axioms

Relations in WordNet Subsumption axioms
term,meronym term, term, Cterm,
term holonym term, term,Cterm,

term hyponym term,

term, gterm2

term hypernym term,

terngterm]

preserved. Besides, DL provides an explicit and
a formal interpretation of concepts (Amir, 2009).

A valid semantic mapping between two
concepts C, and C, belonging, respectively, to
ontologies Ol and O, is a logical relationship
(C- left subsumption, D-right subsumption, =
- equivalence and - disjointness -). This logi-
cal relationship can be computed starting from
the explicitation results obtained from external
resource and depending on the nature of the rela-
tionship it must satisfy one one of the operations
shown in Table 2

In order to do inference between concepts, the
relationships between concepts in mediated
schema and multimedia metadata standards is
computed by using the explicitation results pro-
vided by external resource. The results are trans-
formed to the axioms as the premises of inference.
To obtain this kind of axioms we analyze the
relationship within the synsets provided by Word-
Net. WordNet organizes terms based on the se-
mantic relations of them. So these relations are
the origin of the generation of axioms. The table
here bellows shows the transformation ofrelations
of terms from WordNet to corresponding sub-
sumption axioms.
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Once the axiom is obtained by analyzing the
retrieved WordNet synsets, we use Tableau algo-
rithm that can be easily applied to DL as illus-
trated in (Baader, 2001). The Tableau algorithm
establishes the relationships between concepts by
observing one of the four conditions of satisfac-
tion mentioned above, which corresponds to the
axiom to be validated.

Tableau algorithm belongs to a class of algo-
rithms that use subsumption expansion in order
to prove the satisfability of a relation (e.g. C1 C
C2). The Tableau algorithm expands each ontology
concept by considering the subsumption axioms
deduced from WordNet relations. Then it tries to
prove the satisfiability of the considered relation
by verifying the coherence of the set relations as
indicated in Table 2. The relation itself can be
seen as a complex concept (C) that is defined by
the associated set relations.

The algorithm exhaustively applies tableau
rules which decompose the syntactic structure
of this complex concept in order to construct a
so-called completion tree. Each node (x) of a
completion is labeled with a concept set L(x)
Csub(C) where sub(C) is a set of sub-concepts
composing the concept C. Each edge <x, y> is
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Figure 11. Tableau algorithm expansion rules

M -rule: if (1)(C,NCy) € Lx)

@ { .G ez Lk
then L(x) = L)U { C,,C, }
U -rule: if (1) (C;U Cy) € L(x)

d-rule: if (1) 3S.CeL(x)

and L(y)={ C }
V -rule: if (1) V S.Ce L(x)

then L(y) = L(y) U { C }

{6 tnLw=1
then L(x) = L(x)U { C } for some C € { C,C, }

(2) x has no S-neighbor y with C € L(y)
then create a new node y with L (<x, y>) =S

(2) there is an S-neighbor y of x with C & L(y),

labeled by L(<x, y>) = R for some role R oc-
curring in sub(C), where the sub(C) is the set of
sub-concepts of C.

The expansion rules are illustrated in Figure
11. The algorithm terminates when the graph is
complete (no further inference is possible) and
returns ‘“mapping satisfiable”, or when contradic-
tion have been revealed and return in this case
“mapping unsatisfiable”; see (Baader, 2001) for
details. This contradiction is called a clash and
means that for some concepts C,{ C,, =C_} CL(x).
This means that the concept C, and the negation of
concept C,co-occurs and hence the subsumption
relation is unsatisfiable.

In the following we illustrate how Tableau
algorithm can be used to validate a mapping be-
tween two concepts belonging to two different
schemas. Weuse a fragment ofthe DIG35 standard
and the mediated schema proposed in Figure 10.

Firstly, we start to extract the logic formula for
each concept in two schemas (Bouquet, 2003),
this step is done after concepts explicitation step
(see Figure 12).

Secondly, we apply the sense filtering opera-
tions on available synsets. The aim of this filter-
ing is to identify which one of the synsets is

closer to the meaning of the concept in the ontol-
ogy where he was initially defined. Hence, the
sense filtering operation is taking into account
the context of the source ontology by examining
the neighboring concepts. For instance, if we
considerthe DIG-35 fragment considered, synsets
associated with the Organization concept but
containing terms which are not at all related with
at least one of neighboring concepts: location,
address or image will be left out. Same filtering
can be applied to the Brass concepts in the
mediated schema.

In the current example, the Organization#3
and Brass#3 synsets are the result of filtering
operations. Both synsets refer to “the persons (or
committees or departments etc.) who make up a
body for the purpose of administering something”.
Asthey are belonging to the same synset then they
canberepresented by the same label, which means
that there is an equivalence relationship between
the two atomic concepts according to WordNet.
However, this is not always true when consider-
ing complex structures because the meaning of a
given atomic concept depends also on its hierar-
chy in the schema. Therefore, this relationship is
considered as an axiom and has to be validated.
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Figure 12. Logic formula extracted

C, = C (Organization) =

(Organization#1 U .... U Organization#8) N

VHasLocation.(Location#1uU....ULocation#4) N
VHasWebAddress.((Web#1 U .... U Web#7) N
(Address#1 U .... U Address#8))M

(Image#1u....ulmage#9). (1)

Cy=C (Brass) =

(Brass#1 U .... U Brass#7) N

VHasPosition.(Position#1 U .... U Position#16) M) (2)
VHasMail.(Mail#1 U....UMail#5) n(Image#1uU....Ulmage#9)

Table 4. List of concept and relations

C, = (Organization#3)

C,, = (Location#1 U .... U Location#4)
C,,;= (Web#1 U ... U Web#7)

C,, = (Address#1 U .... U Adress#8)
C,; = (Image#1 U .... Ulmage#9)

C, = (Brass#3)

C,,= (Posotion#1 U .... U Position#16)
C,, = (Mail#1 U....UMail#5)

R = HasLocation, R ,= HasWebAddress, R3= HasPosition, R,= HasMail

The axiom stating that C, and C, are equivalent
is explicitated here below:

C = C,eC,N=C, is unsatisfiable and C,N~C, is
unsatisfiable.

To compute the validity of the axiom we intro-
duce new concepts and relations starting from (1)
and (2) equations. We also restrain the number of
synsets corresponding the filtering applied to the
mapped concepts (see C | and C,, concept sets).
The list of concept and relations are presented
in Table 4.

Since Organization#3 and Brass#3 belong to
the same synset according to WordNet, they can
be represented by the same label C,, However,
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this is not necessary mean that the mapping is
validated. We have to validate or invalidate the
axiom by testing the satisfaction of the correspond-
ing DL-axiom (from Table 2). Hence (1) and (2)
equations become:

C,=C,NVR,.C,NVR,. (C,NC,)NC,
C,=C,NVR,. C,NVR,. C,,NC,,

We apply the De Morgan’s law to transform
the concepts to negation normal form

~C,==C,,U3R,. ~C,U3R,. ~C,U~C,
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Thetableau algorithm initializes atree T which
contains initially only one node x0 labeled with
the following concept set: L(x0) = {C1 N —~C2},
called the root node. The Tableau rules showed
in Figure 11 in order to extend L(x0).If tableau
algorithm returns unsatisfiable for C1 N—=C2 as
well as for the second tree computed starting from
the concept set C2 N—C1, then the axiom C1=C2
can be considered as a valid mapping.

In order for the Tableau algorithm to expand
rules in a coherent manner we need to consider
equally the explicitation of relations and related
concepts involved in the equations. Hence, this
solution exhibits a recursive behavior. Currently,
we are working on studying the depth of the
recursion tree to consider. At the leaf levels, we
only consider the mapping provided by WordNet
synset comparisons without verifying the equiva-
lence (or partial subsumption) by using Tableau
algorithm. For the current experience, we have
applied to all relations and related concepts the
mapping obtained following the WordNet synset
comparison. The results obtained from WordNet
show thatR mapsonR, andR, (partially) maps on
R,. Under this assumption, the Tableau algorithm
validates the mapping of C, and C..

FUTURE RESEARCH DIRECTIONS

We described in the previous sections some
existing tools which can be used to integrate
heterogeneous multimedia metadata. We have
shown DL characteristics and its advantages to
discover amapping between mediated multimedia
metadata ontologies. Since DL is monotonic, we
also consider getting other semantic resources
involved especially in the explicitation process.
They allow enriching schema semantic, sense
filtering, enhancing semantic mapping between
concepts. An external resource does not mean
necessary thesaurus such WordNet but any
kind of information that can be extracted from
other corpus (e.g., user comment, social tags,

documentation provided by communities that
have created multimedia metadata standards, etc).
Since these corpuses contain fuzzy information,
we consider testing other methods based fuzzy
logic or probabilistic approaches for discovering
semantic mapping.

CONCLUSION

This paper has given an overview of multimedia
metadata heterogeneity problems and discussed
issues related to an integration system based on
DL. We have shown how to homogenize differ-
ent metadata format in order resolve syntaxic
heterogeneity of existing schema description
languages. Homogenization is achieved by trans-
lating all schema specifications (done mainly in
XML Schema or RDF Schema) to OWL-DL.
Homogenization methods that preserve the struc-
tural information of originals schemas and that
capture source schema implicit semantics were
presented. We have migrated all schema descrip-
tion to OWL-DL as this ontology language fits
well with metadata semantics representation and it
supports description logic reasoning. DL is a pow-
erful logical framework issued from the domain
of knowledge representation which exhibits high
expressiveness constructs. In order to facilitate the
mapping between concepts, the precise meaning
of concepts within the given context must be first
explicitated. The explicitation is done via external
resources in order to give all possible interpreta-
tion of concepts in schemas. As we have shown
before, explicitation is a necessary operation; it
must be done in order to select the real meaning
of each concept. Since all these steps are done,
the mapping can be considered as a DL axiom
which must satisfy some conditions. Conditions
validation can be tested using Tableau algorithm
and its rule-based extension mechanism.
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ABSTRACT

Semantic characterization is necessary for developing intelligent multimedia databases, because humans
tend to search for media content based on their inherent semantics. However, automated inference of
semantic concepts derived from media components stored in a database is still a challenge. The aim of
this chapter is to demonstrate how layered architectures and “visual keywords” can be used to develop
intelligent search systems for multimedia databases. The layered architecture is used to extract meta-
data from multimedia components at various layers of abstractions. While the lower layers handle
physical file attributes and low-level features, the upper layers handle high-level features and attempts
to remove ambiguities inherent in them. To access the various abstracted features, a query schema is
presented, which provides a single point of access while establishing hierarchical pathways between
feature-classes. Minimization of the semantic gap is addressed using the concept of “visual keyword”
(VK). “Visual keywords” are segmented portions of images with associated low- and high-level features,
implemented within a semantic layer on top of the standard low-level features layer, for characterizing
semantic content in media components. Semantic information is however predominantly expressed in
textual form, and hence is susceptible to the limitations of textual descriptors — viz. ambiguities related
to synonyms, homonyms, hypernyms, and hyponyms. To handle such ambiguities, this chapter proposes
a domain specific ontology-based layer on top of the semantic layer, to increase the effectiveness of the
search process.
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INTRODUCTION

Over the last couple of decades a number of
multimedia applications such as: digital photo
albums, computer based training, games and en-
tertainment, online galleries, medical applications,
and information kiosks have led to the growth of
large repositories of digital media. Muller (2004)
states that “The Radiology Department of the
University Hospital of Geneva alone produced
more than 12,000 images a day in 2002” (p. 1).

In this scenario a fast and efficient search and
retrieval mechanism from these repositories as-
sumes a fundamental importance, as a repository
without a retrieval mechanism is comparable to
a library without a catalog — even though all the
information is present, it is practically inacces-
sible to somebody with a specific search criteria.

Therefore, the issue of having a multimedia
repository that can be searched efficiently has
become of paramount importance, in other words,
“The question we now need to answer is how to
build a multimedia database around a multimedia
repository” (Baral, 1998, p. 38).

Otherwise, “Much similarly to the case of
books in a library that have not been indexed,
information stored in a multimedia archive that
cannotbe searched, identified, and accessed easily
is practically unavailable” (Wallace, 2006, p. 34).

Earliest attempts in building multimedia re-
positories amenable to search and retrieval has
been though textual annotations. However, many
drawbacks to this approach soon became apparent;
some of these include:

* It requires manual annotation and process-
ing, hence it becomes time consuming.

. Search results are dependent on exact
matching of text strings, hence the present-
ed results are not complete.

. Search efficiency is limited by subjective
nature of textual descriptions; hence it can
lead to false and missed matches.
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. Support for Query-by-Example (QBE) is
not possible; hence the user needs to be
good at formulating the query.

To overcome these limitations the research
community focused on Content Based Storage
and Retrieval (CBSR) techniques, in which
features are extracted directly from the media
files by automated algorithms, and used as meta-
data for their subsequent search and retrieval. A
number of research prototype systems have been
developed, for example: QBIC (Niblack, 1993),
CORE (Wu, 1995), PhotoBook (Pentland, 1996),
Visual SEEK (Smith, 1996), and the Digital Library
Project (DLP) of the University of California
(Belongie, 1997).

However, there are still anumber of unresolved
research issues, such as the following three:

Compatibility: Various systems developed
independently are potentially incompatible with
each other. Therefore, there is a need for integra-
tion with a uniform approach and a single point
of access. However, this is not easy as pointed
out by Liu (2001, p. 235): “Since each kind of
multimedia data ... has its own characteristics,
it is very difficult to develop a uniform method
for content-based retrieval.” How to achieve a
single point of access is also not fully resolved,
as articulated by

Wallace (2006, p. 34): “The development of
single points of access, providing common and
uniform access to their data, despite the efforts
and accomplishments of standardization organiza-
tions, has remained an open issue ...”

Layered Architecture: Since multimedia meta-
data can belong to various levels of abstractions,
there is a need for a layered or hierarchical ap-
proach to data analysis for a better understanding
ofmedia content. Comaniciu (2002, p. 603) points
out that: “To improve performance, the execution
of low-level tasks should be task driven i.e. sup-
ported by independent high level information.”

One of the most widely used multime-
dia metadata standard is MPEG-7, however,
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“currently, the biggest shortcoming for MPEG-7
is that it cannot present the multimedia document
in different layers and in different granularities.”
(Jianfeng, 2003, p. 414).

Semantic Gap: One of the important issues
in most programming and information process-
ing paradigms is that of bridging the semantic
gap between the user’s thought process and the
computing systems’ formalization. According to
Deruyver (2005, p. 213) “... obtaining a correct
(semantic) segmentation remains an open problem
for many images of real life.”

Furthermore, “The process by which perceptual
and interpretive matter in an image is recognized,
is as yet, an incompletely understood cognitive
phenomenon” (Enser, 2005, p. 180).

This work tries to address these three issues by
proposing a layered architecture for a multimedia
database system with a content based mechanism
for characterizing, searching and retrieving multi-
media content at various abstraction levels, while
using a single access point.

The objectives of this chapter are to report on
the following issues:

1. Results of meta-research, including litera-
ture review on the evolution of multimedia
databases and search methodologies.

2. Anexpose of layered architectures for mul-
timedia databases.

3. Investigate effective means of characterizing
semantic entities in media files by automati-
cally generating textual captions.

4.  Demonstrate how Visual Keywords can be
used to automatically characterize semantic
entities in images, as well as their spatial
positions.

5. Outline details of an ontology-based layer
to remove ambiguities related to textual
descriptors.

MULTIMEDIA DATABASE
LAYERED ARCHITECTURE

A number of layered architectures of multime-
dia databases have been proposed in literature.
Some two-layer systems have been proposed to
create a separation between the physical storage
and the low-level (structural) features. The next
level of abstraction has been built with the help
of three-layered systems to handle high-level
(semantic) features.

Related Work

Some early systems, such as, CORE, PhotoBook,
and DLP focused only on text and images, with
no support for audio and video. In later systems
semantic features for audio and video were dis-
cussed; however, in these systems, the semantic
descriptors are frequently typed by human an-
notators (Kosch, 2001; Wallace, 2006).
Content-based methods for automatically in-
ferring semantic content have been proposed in
recent years (Jianfeng, 2004). The main problem
with such systems is that although information
at the structural layer is expressed in terms of
low-level feature vectors, information at the se-
mantic layer is predominantly textual in nature.
Consequently, these systems are susceptible to
the limitations of textual descriptors; viz. dif-
ferent textual terms can have the same meaning
(synonyms), while the same term can have mul-
tiple meanings in different contexts and domains
(homonyms). Also, implicitrelationships between
different terms may not be clear unless explicitly
defined, such as with hyponyms and hypernyms (a
hyponym is a word or phrase that includes similar
semantic range as included within another word,
called its hypernym). These issues have been
recognized by many authors, nonetheless, thus
far, they have relied on domain experts to resolve
such conflicts, as articulated by Jianfeng (2004,
p. 38) “... there may be different explanations to
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Figure 1. Multimedia database (MMDB) layered architecture
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the one multimedia document. Only the experts
can resolve these ambiguities.”

One of the main contributions of the current
work is to resolve these issues by proposing an
ontology-based Knowledge-Layer above the
Semantic-Layer, to provide knowledge disam-
biguation functions in a semi-automated manner.
This Knowledge-Layer (along with an associated
Knowledge-Database) acts as an interface between
the Semantic-Layer (along with the associated
Semantic-Database) and external domain-specific
ontology files. Whenever the query engine with a
search term associated with the Semantic-Layer
fails to produce a hit, it transfers control to the
Knowledge-Layer. The Knowledge-Layer looks
up the term in a relevant ontology file and tries
to find an association with related terms in the
Semantic-Database. On finding such associations,
it stores the same in the Knowledge-Database.
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A resubmission of the query to the Knowledge-
Database subsequently produces a hit.

Proposed Architecture

Figure 1 depicts the proposed layered architecture.
The major structural components of the proposed
Multimedia Database (MMDB) consists of the
media repository or media database (Media-DB)
containing the media files; a feature extraction
block containing algorithms for the extraction
of features from the media files in an automated
way; a feature database (Feature-DB) for storing
the features; and a query handling block for ac-
cepting the queries from the user and forwarding
them to a comparator, to compare the query fea-
tures with the stored features in the Feature-DB.
Based on the similarity criteria specified by the
user, in conjunction with the query, a result list
is generated and fed back to the query interface
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for the user to see, and to subsequently modify
the query, if necessary.

The four functional database layers are de-
picted within the Feature Extraction +
Comparison block shown in Figure 1. The main
functions of each of these layers are as follows:

. Physical Layer handles physical file at-
tributes like file-extension, file-size,
file-creation-date

. Structural Layer handles low-level features
like color, texture, loudness, pitch

. Semantic Layer handles high-level features
like identifying ‘sky’, ‘rock’, ‘speech’,
‘music’

. Knowledge layer is used for disambigua-
tion of high-level information like differ-
entiating between ‘rock’ in geology and
‘rock’ in music

. Query layer accepts queries from the user,
splits them into sub-queries for the differ-
ent layers and then hands over each to the
corresponding layer

The Feature-DB stores the features correspond-
ingto each abstraction level in different sub-units.
The layers interact with the separate databases
within the Feature-DB to obtain individual re-
sponses to the sub-queries. The responses from
individual layers are then compiled by the Query
Layer and fed back to the user as the Result List.
The Interpretation layer combines the features
from each layer into a combined Feature Vector,
to provide a computer recognizable interpretation
of the media content.

In general, a media component M kept in the
Media-DB can be represented as a set of features
corresponding to each layer, mapped to the location
L of the physical file, as depicted in equation (1)

M= {F

physical Fstl"uctuml ) Fsemantic’ L} (1)

HANDLING DATABASE QUERIES

The Query layer handles the queries input by the
user and transforms these into sub-queries suit-
able for each layer. Details of this query splitting
method are not covered in this chapter; however
the following important points can be articulated
related to query formulation.

Nature of Queries

Queries to the Physical-DB are textual in nature
and might involve logical operators. A typical
example would be: “Find ALL images of type
‘JPG’ OR ‘GIF* which have been created within 7
days AND which are less than 1 MB in file size”.
Such a query involves file-extensions (JPG, GIF),
creation-date (current date minus 7), file-size (>
1 MB), connected together by logical operators
(OR, AND).

Queries to the Structural-DB might involve
both textual and non-textual parameters, as well
as some similarity criteria. For example, “Find
8-bit images having dimensions 400 by 300 and
having color content 80% or more similar to the
query image Q1”. The textual parameters (bit-
depth, height, width) can be directly passed to
the comparator while the non-textual part (query
image Q1) would need to pass through the feature
extraction block to extract the color information,
representitsuitably (e.g. by a256-level histogram)
before being fed to the comparator for comparison
with the information stored in the database using
a pre-defined norm (e.g. Euclidean distance).

Queries to the Semantic-DB would involve
high-level concepts and their spatial orientations,
for example, “Find images having sky at the top
and car on road below”. Such queries when fed
to the Semantic Layer, would entail a lookup in
the Semantic-DB which contains associations
between the images stored in the database and the
semantic entities contained in them (e.g. sky, road,
car). To answer such a query the Semantic-DB
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would need to undergo a training phase to associ-
ate low-level features with high-level concepts.

Since semantic concepts are human abstrac-
tions, they frequently do not contain fixed or
absolute definitions, rather the definitions keep
changing based on the context e.g. a ‘car’ might
have different physical parameters like size,
shape, color; the ‘sky’ can be clear, with clouds,
overcast, can be blue, white, grey, orange, red or
black in color. To take care of all these variations,
external domain specific knowledge-bases (KB)
are coupled to the Semantic-Layer during the
population phase (Figure 2a). Amodular design of
the database enables the context specific variations
to be handled by the external knowledge-bases,
rather than by the core database itself; e.g. a ‘car’
knowledge-base (KB) can train the database to
recognize different types of cars.

Sometimes the query term to the Semantic-DB
might have different meanings under varying
contexts. This might involve synonyms — differ-
ent terms having the same meaning e.g. “automo-
bile” in the query and “car” in the database;
homonyms—same term having different meanings
e.g. “bank” of a river and “bank” for storing
money; hyponyms—single terms whose meanings
are encompassed by broader terms called hyper-
nyms e.g. “bee”, “wasp”, “butterfly” are all types
of “flying insects”. To handle such ambiguities,
the Knowledge Layer uses external ontology files
to compare the search term and derive a more
appropriate variant suitable for the specific context
(Figure 2b).

The current work focuses only on the higher
layers i.e. Semantic-Layer and Knowledge-
Layer. Details of how these higher layers work
are explained in detail in subsequent sections of
the chapter.

Single Point of Access
The layered database architecture forms the basis

foralayered query schema which enables the user
to access the various features from a single access
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point (Figure 3 and Figure 4). While the nodes
depict the media, feature and content types, the
branches show the hierarchical percolation path
of the queries across various abstraction levels.
In this chapter since the focus is on semantic fea-
tures, we only depict the relevant portions of the
query framework; however, the model is general
enough to accommodate parameters for the lower
level features as well. Also, for the sake of brev-
ity, only image features are discussed, although
the database has been designed to accommodate
both audio and video.

The user accesses the database at the top,
marked as “Feature-DB”, by specifying the re-
quirements using an interactive interface, and at
each level the corresponding valid options for the
lower levels are provided to the user; and the user
makes the most appropriate selection. The
“Feature Class” level (A-A) reflects the layers of
the database: Physical, Structural, Semantic
and Knowledge.

For each feature class, the “media type” can
be image, audio or video. For each media type,
the “feature type” may be high-level or low-level.
For each feature type, the “content type” can
be selected, e.g. for media-type “image” valid
content-types are “color”, “texture” “shape” etc.
Each content-type is defined in terms of specific
attributes used to describe it along with the actual
data-types. For the sake of generalizing the model,
the actual attributes and data types have been
omitted, as they will vary across implementations.
The query framework also takes into account the
fact that a media-type may be described by both
textual attributes (e.g. high-level feature-type) and
non-textual attributes (e.g. low-level feature-type);
and comparators incorporated within the database
layers will invoke the proper comparison metric
to generate the result list.
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Result Integration

A query submitted to the database might have
different components that need to be handled
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Figure 2. External information sources: (a)
Knowledge-bases provide context specific infor-
mation via the Semantic-Layer (b) Ontology files
helps in disambiguation of information via the
Knowledge-Layer
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separately by each layer. The Query Layer col-
lects the individual results from each of the lay-
ers and combines them into a single result list,
which is displayed for the user to view. Each layer
generates an individual result list based on the part
of the query handled by it. The Query Layer then
computes an intersection of the individual result
lists to arrive at the final result list.

Consider the query, “Find all JPG images
created within 1 month, having dimensions 800
by 600, having color combination 80% or more
similar to the query image Q1, and having enti-

ties ‘sky’ at top, and ‘vehicles’ on ‘road’ at bot-
tom”. Based on the actual encoding of the query,
the Query Layer splits the query into different
components to be handled by the different layers.

. The Physical Layer produces a list of all
JPG images created within 1 month. The
Structural Layer creates a second list of all
images having dimensions 800 by 600 and
having color combinations 80% or more
than that of the specified query image.

. The Semantic Layer creates a third list of
all images having ‘sky’ at top and ‘vehi-
cles’ on ‘road’. To do so it looks up the se-
mantic captions in the Semantic-DB hav-
ing terms ‘sky’, ‘road’, ‘vehicle’ in them.
These terms have been previously inserted
in the Semantic-DB during the population
phase by obtaining definitions of these
terms from external knowledge-bases (e.g.
car-KB, scenery-KB).

. The Semantic Layer trims the third list to
keep only those items having sky at ‘top’
and road at ‘bottom’.

. Finally the Knowledge Layer reads in the
semantic captions ‘sky’, ‘road’, ‘vehicle’
and attempts to find other terms semanti-
cally associated with these terms in the
Knowledge-DB.

During the population phase the Knowledge
Layer would have used external ontological
files to find such terms before storing them in
the Knowledge-DB associated with the original
term e.g. ‘vehicle’ might be associated with terms
‘car’and ‘automobile’. During the retrieval phase,
the Knowledge Layer creates a fourth result list
of images containing all these associated terms.
The Query Layer generates an intersection of the
four individual result lists so as to prepare a final
result list containing all the items common in the
individual lists.
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Figure 3. Query schema for images in the semantic layer
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Figure 4. Query schema for the audio in the semantic layer & the knowledge layer
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CHARACTERIZATION OF SEMANTIC
ENTITIES: THE SEMANTIC LAYER

One of'the objectives of this work is to investigate
effective means of characterizing semantic entities
inmedia files by automatically generating textual
captions. Semantic characterization is necessary
because humans tend to search for media content
based on their inherent semantics

. However, automated inference of semantic
concepts from media components is a challenge
for the CBSR research community. This is firstly
because an automated system cannot directly
understand high-level concepts; it can only read
in low-level features. This is referred to as the
problem of “semantic gap” to indicate the fun-
damentally different ways in which humans and
machines process information. Thus, the system
needs to be explicitly trained to associate low-level
features with high-level concepts, so as to infer
inherent semantics

This brings the second problem into focus —
semantic entities are based on human abstractions
and fixed characterizations do not always exist,
and when they do, they may not apply universally
because they vary depending on the context or the
domain. Moreover, semantic objects in general
cannot be characterized by simple homogeneity
criteria e.g. uniform color or uniform motion

.Hence itis generally difficult to recognize se-
mantics using an automated procedure. However,
even where this is possible, acceptable accuracy
is still restricted to specific domains.

Concept of Visual Keywords

The current work uses a concept of Visual Key-
words to automatically characterize semantic
entities inimages, as well as their spatial positions.
Visual Keywords (VKs) are segmented portions of
images along with associated low-level features
and high-level descriptors.

Consider the natural scenery image shown in
Figure 5. How would one describe the contents of

this image? A possible and acceptable description
could be: Sky at the top, grass at the bottom, water
in the middle-right region, rock in the middle-left
region. The description is seen to employ descrip-
tors such as color and texture to define entities like
sky, water, grass, rock etc. and spatial descriptors
like top, bottom, left, right, middle to define their
relative orientations. This observation motivates
the use of Visual Keywords — just as in a textual
documentindividual characters have no associated
semantics, but they can combine to form mean-
ingful words; similarly, this work investigates
the possibility of using a collection of structural
units to provide meaningful interpretation of the
semantic entities. These structural units, along
with their associated meaning are referred to as
Visual Keywords.

A Visual Keyword is characterized at three
different levels: first, it is a segmented portion of
an image; therefore, it contains pixel-based infor-
mation; second, it relates to low-level features
containing color and texture representations; third,
it has a high-level meaning expressed in terms of
a semantic textual label or caption.

RELATED WORK

Earlierresearch work on understanding semantics
of multimedia content attempts to categorize entire
images into classes and scenes, such as: natural /
artificial (Torralba, 1999), indoor / outdoor, city
/ landscape (Vailaya, 1999), natural / man-made
(Bradshaw, 2000), scenery such as beach, moun-
tain (Hsu, 2000).

Viitaniemi (2006) attempted to recognize 10
semantic classes of objects such as bicycle, bus,
car, cat, and cow etc. However, the dataset used
in this work contained only a single dominant
object per image. Moreover, only the presence of
the object is detected, no information about the
spatial orientation of the object within the image
is analyzed.
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Figure 5. Natural scenery image
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Kaick (2006) groups images into meaningful
clusters having similar entities, done by using
region matching; e.g. all images having trees or
water. However, no semantic meaning is imposed
on the matched clusters, with the result that re-
trieval is based on matching regions by low-level
features, not by high-level queries.

The concept of visual keywords for character-
ization of visual media has already been proposed
in literature. Zhao et al. (2001) use the term to
define a set of simple geometrical shapes used
for retrieval from a dataset of trademark images,
using neural networks. In this work, the concept
of “visual keyword” is discussed solely from the
perspective of shape comparisons; however, no
semantic meaning is attached to them. Hence com-
parisons are restricted to the low-level features.

Lim (1999) proposes visual keywords as
coherent units of a visual document function-
ing as unique visual tokens. The meanings of
these visual tokens are abstracted using a three-
layer architecture comprising: pixel-feature layer,
type evaluation map, and spatial aggregation
map. However, since the higher-order semantic
structure is abstracted using a pure probabilistic
model, Latent Semantic Analysis (LSA), which
represents each word as a single point in space,
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does not handle hypernyms and homonyms ef-
fectively, because each word can have different
meanings in different contexts. Moreover, the
probabilistic rank assigned to each word may not
have interpretable meaning in natural language,
e.g. two words having similar ranks do not always
have similar meanings. Furthermore, it has been
shown (Hofmann, 1999) that the probabilistic
model of LSA does not match observed data; i.e.
while LSA assumes a Gaussian model, in reality
a Poisson distribution is observed.

To rectify this, Monay et al. (2003) use a
Probabilistic LSA (PLSA) model for semantic
annotations, but with rather simple images, which
have one central object coded with only RGB based
colorinformation to interpret the semantic content.

Wu et al. (2007) denote a set of clustered key-
points extracted from images as visual keywords.
Semantic textual terms are attached to an entire
image or video frame as a whole, with the result
that each image becomes associated with a large
number of key-terms (approximately 100 in the
examples shown). Furthermore, this paper does
not give any indication of how individual objects
within an image are identified or their spatial
orientation is detected. Moreover, the textual
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terms are not filtered to identify the occurrences
of synonyms, homonyms and hypernyms.

Generation of Visual Keywords

In our architecture Visual Keywords (VKs) have
a more holistic connotation, which incorporates
the various capabilities included in the upper func-
tional layers of the MMDB Layered Architecture
shown in Figure 1.

The process for generating these VKs is de-
picted in Figure 6, as a sequence of four steps,
expounded in the following.

Step-1: Image Segmentation: The first step in
building up a repository of Visual Keywords is
image segmentation (Figure 6). In this work we
do not segment images into regions by color and
texture, because such segmentations are often
unreliable, as photographic images usually contain
a large number of varying colors and textures.
Moreover, a poor segmentation can result in in-
congruentregions for further similarity matching.
In this work an image is first scaled to standard
dimensions and then partitioned into non-over-
lapping rectangular regions using a grid pattern.
This avoids the need for color/texture segmenta-
tion and clustering, and also reduces
computational load. Furthermore, these grid par-
titions automatically provide spatial information
by the virtue of their spatial location within the
image.

An image I is segmented into a collection of
n partitions, the i-th partition being denoted as P,
(equation 2):

1-Ue @

Step-11: Supervised Selection: In this step some
(m)orall (n) partitions, which arerich in semantics,
are selected in a supervised manner, and added to
a collection of VKs. These VKs are represented
asrectangular blocks of standard dimensions. The

j-thVKisdenoted as VKJ,. Theimageis represented
as a collection of VKs (equation 3):

m<n (3)

1=K,

Step-I11: Feature Extraction : Low-level fea-
tures, color and texture, are extracted from the
VKs in an automated manner. Color is mapped
onto the HSV color space: hue (H), saturation
(), value (V), while texture is mapped onto a
CGM texture space: contrast (C), homogeneity
(G) and mean (M). The quantization scheme of
H:S:Vis 360:100:100 is used, while a set of four
normalized symmetrical GLCMs (Grey Level
Co-occurrence Matrix) computed along four di-
rections: horizontal (8 = 0° and 180°), vertical (0
=90°and 270°), right diagonal (6 =45° and 225°)
and left diagonal (6 = 135° and 315°) with a dis-
tance offset d=1, and are used to capture texture
information. If P ; represents the element (i,j) of
the normalized symmetrlcal GLCM, and N the
number of grey levels, then C,G,M are defined
as in equations (4), (5), (6):

N-1

C= Z oy (i —j) 4)
i,j=0
N-1 P

G=S— (5)
1+ (i — gy

N-1 N-1
M=M= iR, =M =Y, ©

1,J=0 1,j=0

AVK ("K)isrepresented as aset of color-based
features ("K ) and texture-based features ("K,) as
depicted in equations (7) and (8):

"K={"K.'K,} (7
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Figure 6. Generation of visual keywords
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where
'K={H,S,V}, "K={C,G,.M} 3

Step-1V: Semantic Characterization: A VK is
also mapped to a semantic entity (¢) through a
textual label, or caption (equation 9):

'K - ¢ 9)

An image I is subsequently represented as a
collection of VKs VKki,Vk and hence as a set of
semantic entities, ¢, ,Vk where ¢,_ denotes the k-th

entity for the i-th image (equation 10)

L :UVKM :ng,i (10)
vk vk

The collection of images that are mapped to
the semantic entities they contain, are stored in
the Semantic Database (Sem-DB) (equation 11).

Sem-DB : U{Ii = Uek’i} (11)
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Visual Keywords (VK)

Generation of External
Knowledgebase

Step-V: A semantic entity ¢, can in turn be rep-
resented as a collection of VKs "K_ ,Vk, used to
represent it and hence to a collection of low-level
features (equation 12).

e =

&
LVJ VK;:.,k - U{VKcv VKT}M

Vi

(12)

The collection of all such semantic entities
mapped to their corresponding low-level features
are stored in the VK-Knowledgebase (VK-KB)
(equation 13).

VK-KB :

13
U{gk :U(VKC’VKT)I;,{} (13)
vk Vi
Querying the Semantic Database

Two types of queries can be answered by the
database. The easier of the two accepts the name
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of a semantic entity and finds images containing
it. This involves a simple lookup in the Semantic-
Database. The Semantic-Database contains a
mapping between image IDs and entities they
contain (equation 11).

Foraspecific entity name included in the query,
all images containing this entity are retrieved. The
more difficult query type involves providing a test
image and asking the database to determine its
semantic content. This involves segmenting the
image, and comparing each segment to the set
of VKs representing each semantic entity. This
segmentation also provides information about
the spatial position of the inferred entity. The test
image is segmented into a number of rectangular
non-overlapping partitions (equation 2). From
each partition, low-level features are computed
and expressed in terms of color and texture. For
the j-th partition P, we have (equation 14):

Pj = {PCJ_, PTJ} (14)

Each partition is compared to all the entities
stored in the VK Knowledgebase to determine the
probability of its content belonging to a specific
entity ¢,. The difference between the j-th parti-
tion and all the tested entities can be denoted as
(equation 15):

i-th VK of the k-th entity, for all values of i and
k (equation 16):

P -JU'K,) (16)

Vi

The difference between the j-th partition and
the i-th VK of the k-th entity can be denoted as
follows, where @, and w, are appropriate scaling
factors (equation 17):

d. =P =
7,0k j v ik ” (17)
w (P, ~ K. ) +w,(P,, ~ K

T,j T,L',k)

Equation (17) denotes that the color and tex-
ture information of each partition is compared
with that of each VK to compute the difference
between them.

Color is represented in the HSV color space
—which is visualized as a cone inside the coordi-
nates of a point, representing a specific color, it
is given by {sv cos(2wh), svsin(27h), v}, where
0<=h, s, v <=I. The difference between two
colors x and y is therefore (Exhibit 1).

Texture values are compared according to
the Euclidean norm in the CGM texture space
(equation 19):

T

P -~ ‘ (15) 7~
j gg“k \/(CI — C’y)2 +(G, — Gy)2 + (M, — My)2
(19)
Essentially this implies (from equation 12) a
comparison of this partition with a collection of
Exhibit 1.
¢ =
z,y
\/{sxvl cos(27h, ) — 8,0, cos(27rhy ¥+ {s,v, sin(27h_)— $,V, sin(27rhy B+ {v, — v, ¥
(18)
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The difference D, , between the j-th partition
and the k-th entity is the mean difference between
the partition and all entity VKs (equation 20),
where N, is the number of VKs representing the
k-th entity:

1
.%zﬁl%k (20)

k=
A partition is tagged with a semantic label x
corresponding to semantic entity ¢_based on the
minimum difference i.e. if the difference between

the j-th partition and the k-th entity, V&, is the
minimum for entity x (equation 21):

gagﬁﬁmmgggzq (21)

Spatial Zones

To determine spatial position of the detected en-
tities, the image is divided into 9 spatial zones:

Figure 7. Spatial zones
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top-left (TL), top-center (TC), top-right (TR),
middle-left (ML), middle-center (MC), middle-
right (MR), bottom-left (BL), bottom-center
(BC) and bottom-right (BR), as shown in Figure
7. These spatial zones are defined by grouping
relevant partitions. Each spatial zone is tagged
with a semantic label based on the maximum oc-
curring entity within the spatial zones. A spatial
zone may be tagged with multiple labels if the
probability of occurrences of multiple entities
within the zone have similar values.

For example if we consider the entire image
to be segmented into 10 by 10 partition cells, as
shown in Figure 7, numbered sequentially from
left to right and top to bottom, the Top-Left spa-
tial zone is a collection of the following nine cells:
1,2, 3, 11, 12, 13, 21, 22, 23, while the Top-
Center zone is made of the following twelve cells:
4,5,6,7,14,15,16, 17, 24, 25, 26, 27.
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Experimentations and Results

Actotal of 100 natural scenery images downloaded
from the Washington University Image Database
available at http://www.cs.washington.edu/re-
search/imagedatabase/groundtruth have beenused
for experimentation. A set of 25 images have been
used as the training set. Regions containing useful
semantics are segmented as part of a supervised
training process. Figure 8 depicts the training set
images and Figure 9 depicts samples of VKs “sky”,
“water”, “rock” and “tree” extracted from them.

These images have standard dimension of 600
x 400 pixels, while each VK is of size 60 x 40. A
total of 100 VKSs for each entity are extracted and

Figure 8. Training set images

used for training purposes. Low-level features
color and texture are extracted from these. Aver-
age color features are plotted in the Hue-Satura-
tion-Value (H-S-V) space while texture features
are plotted in the GLCM combined feature space
of contrast, homogeneity and mean (C-H-M).

Figure 10 shows colour plot for 100 VKs each
of entities “tree”, “rock”, “sky” and “water” with
color features represented in the H-S plane. Some
salient observations are as follows:

. The ‘tree’ VKs mostly cluster in the yel-
low-green region (60° to 90°), and can be
differentiated from both ‘sky’ and ‘water’

Figure 9. Samples of visual keywords (VKs)

SKY

WATER

ROCK

TREE
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Figure 10. Color plots of hue-saturation for VKs of (a) tree (b) rock (c) sky (d) water
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VKs which occupy the blue region (180°
to 240°).

The ‘rock’ VKs on the other hand are lo-
cated closer to the ‘tree’ VKs, mainly clus-
tering along the red-yellow (30° to 60°)
region.

Entities which have similar color patterns
like ‘sky’ and ‘water’ are discriminated by
using their texture patterns.

80

60

270 (C)

270 (d)

Figure 11 shows the widely different tex-
ture plots of GLCM contrast and GLCM
homogeneity of ‘sky’ and ‘water’. ‘Sky’ is
more homogeneous than ‘water’ due to the
presence of ripples and waves in the latter,
which however increases its contrast more.

Low-level features of VKs of each entity are
now tagged with a semantic label to generate the
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Figure 11. Texture plots for VKs of sky and water of (a) GLCM contrast (b) GLCM homogeneity
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VK-Knowledgebase (VK-KB), as described in
equation (13). Entries in the VK-KB are of the
following form, wheree represents a specific
entity name (e.g. ‘sky’, ‘tree’ etc.) associated with
a collection of hue (Hu), saturation (Sa), value
(Va), contrast (Co), homogeneity (Ho), mean (Me)
values (equation 22):

e={Hu,Sa,Va,Co,Ho,Me} (22)

Thetestsetconsists of 75 images, each scaled to
standard dimensions of 600 x 400 and partitioned
into 10 x 10 cells, so as to make each partition-
cell (henceforth called simply ‘cell’) the same
dimension as a VK. The images predominantly
contain natural scenery-based entities: ‘sky’,
‘water’, ‘tree’ and ‘rock’. The test images are
shown in Figure 12.

Each cell is compared to the set of VKs for
each entity, as explained in equations (15) to (19).
The difference between each cell and an entity is
computed, and the cell is tagged with the best
matching entity, which corresponds to the
minimum computed difference, as explained in
equations (20) and (21).

Cells are then grouped into spatial zones as
shown in Figure 7, and a spatial zone is tagged
with the caption of a semantic entity which oc-
curs most often within it, based on the frequency
of the tags of the individual cells of the zone. In
case multiple entities occur with same or similar
(within 10%) abundance, a spatial zone is tagged
with multiple captions.

Table 1 shows a set of sample calculations
for four test images. The entities corresponding
to the minimum computed difference are shaded
as are the correctly identified spatial zones. For
example in image 45 the brown colored grass at
the bottom has led to an erroneous conclusion
of the occurrence of ‘rock’ in the bottom zones.

Table 2 depicts the number of correctly iden-
tified spatial zones in the test images. Out if 675
zones, 586 have been correctly identified, i.e.
87%. It is to be noted that although the training
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procedure is supervised, the tagging of image
zones with semantic captions is automated.

DISAMBIGUATION FOR SEMANTIC
ENTITIES: THE KNOWLEDGE LAYER

Once the semantic entities are derived using
the Semantic Layer, further characterization is
necessary to remove any ambiguities generated
due to synonyms, hypernyms and homonyms, as
mentioned earlier. The Knowledge-Layer is used
to remove such ambiguities in association with
ontology files.

An ontology is a vocabulary of terms and
precise specification of what those terms mean.
In this work, an ontology can be thought of as a
setof concept definitions, categorizing things that
exist or may exist in some domain. Symbolically
it is represented as a collection of entries along
with associated terms (equation 23):

o=UE, =Ufe e, (23)

Providing Synonyms

Synonyms are provided by the Semantic Database.
It contains a mapping between images and entity
captions, as per equation (10) and depicted once
again in equation (24). An example is shown in
Figure 13:

I — U €0 (24)
k

Suppose a textual query posed to the Seman-
tic Database fails to produce a hit, i.e. the query
is not an element of the list of captions associ-
ated with the image (equation 25):
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Figure 12. Test images
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Table 1. Sample calculations for characterization of spatial zones

Image Entity TL TC TR ML MC MR BL BC BR
Sky 0.1849 0.2037 0.1847 0.3503 0.3519 0.3679 0.4728 0.4840 0.4888

Tree 0.5226 0.5195 0.5162 0.4940 0.4739 0.4682 0.5011 0.5080 0.4843

26 Water 0.4284 0.4488 0.4164 0.1662 0.1760 0.1723 0.1666 0.1778 0.1728
Rock 0.4440 0.4357 0.4418 0.5311 0.5090 0.5084 0.5741 0.5828 0.5643

Caption S S S W W W A\ W W

Image Entity TL TC TR ML MC MR BL BC BR
Sky 0.2407 0.2185 0.2249 0.2779 0.3472 0.2530 0.5721 0.6297 0.5717

Tree 0.5681 0.6517 0.6546 0.3989 0.3455 0.4976 0.1644 0.2148 0.1723

28 Water 0.3703 0.4236 0.4113 0.3222 0.3656 0.3866 0.4581 0.4586 0.4658
Rock 0.5435 0.5987 0.6073 0.3926 0.3687 0.4625 0.2721 0.3566 0.2705

Caption S S S S S/T S T T T

Image Entity TL TC TR ML MC MR BL BC BR
Sky 0.2815 0.2565 0.4751 0.2240 0.3915 0.5318 0.4555 0.5009 0.5133

Tree 0.7157 0.6837 0.4081 0.4434 0.3220 0.2513 0.2962 0.3397 0.2098

31 Water 0.4370 0.4093 0.3922 0.2914 0.4012 0.5078 0.5229 0.6017 0.5252
Rock 0.6773 0.6465 0.4837 0.4213 0.3204 0.2510 0.2225 0.2433 0.1875

Caption S S T/W S T/R T/R R R R

Image Entity TL TC TR ML MC MR BL BC BR
Sky 0.2724 0.2915 0.3017 0.4919 0.4806 0.5005 0.5565 0.5582 0.5375

Tree 0.4585 0.4107 0.3565 0.3025 0.2886 0.2795 0.2322 0.3367 0.2550

45 Water 0.4293 0.4101 0.3647 0.4410 0.4454 0.4231 0.5415 0.6216 0.5576
Rock 0.4012 0.3730 0.3375 0.3148 0.2973 0.3170 0.2456 0.2777 0.2317

Caption S S S T T/R T T/R R T/R

Table 2. Number of correctly identified spatial zones in test images

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
8 8 8 7 8 9 7 7 8 9 6 8 8 9 8
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
8 9 9 8 8 8 8 7 7 8 9 8 9 5 6
31 32 33 34 35 36 37 38 39 40 41 42 43 44 45
8 7 7 8 8 9 9 9 8 7 9 8 9 8 5
46 47 48 49 50 51 52 53 54 55 56 57 58 59 60
9 8 8 8 6 7 7 8 8 9 8 8 8 6 6
61 62 63 64 65 66 67 68 69 70 71 72 73 74 75
8 8 9 9 8 7 9 8 8 9 6 5 9 8 7
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Figure 13. Image of ‘car’ along with captions

Q¢ e, (25)

e.g.
automobile¢[car, vehicle]

Let an entry Ep in an ontology file be mapped
with a number of synonyms, e, j=1,2,3,... (equa-
tion 26):

e,...,e} (26)

e.g.
automobile=[car, van]

The Knowledge layer searches the ontology
file to check whether the query matches with an
entry there. Suppose a match is found, as depicted
in equation (27):

0—E, 27)

The Knowledge layer retrieves the synonyms
and checks whether they match an entry in the
Semantic-DB. This would provide a link between
the ontology and Semantic-DB. Suppose there is
a match, i.e. one of the synonyms is an element
of the list of captions associated with the image
(equation 28):

e, € LkJ € (28)

—> [car, vehicle]

e.g.
car€[car, vehicle]

The Knowledge Layer associates the ontology
term with the image and adds it to the Knowledge-
DB along with existing terms, i.¢. the image I now
gets mapped to a new term from the ontology file

E in addition to its existing semantic captions
(equation 29). This is illustrated in Figure 14:

I — {U €, Ep} (29)

A resubmission of the original query to the
Knowledge-DB subsequently produces a hit, i.e.
the query finds a match within the semantic cap-
tions associated with the images, extended by the
additional information from the ontology file
(equation 30)

Qe {U skri,Ep} (30)

e.g.
automobile€[car, vehicle, automobile]
Implicit Relationships

Sometimes the captions associated with the images
and the search term, are related to each other as

hypernym-hyponym pairs i.e. they have implicit
semantic relationships instead of just being syn-
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Figure 14. Image of ‘car’ along with added captions

=,
/A4

onymous. In those cases the ontology file serves
to provide the proper hypernyms to resolve the
meaning of the query term and generate meaning
responses from the database system.

Letanentry £, (hypernym) in the ontology file
be associated with related terms (hyponyms), e,
j=1,2,3,... (equation 31):

Eq:{el,ez,...,en}q 31

e.g.
flying_insect=[bee, wasp, butterfly, mosquito]

The Semantic Database contains a mapping
between images and its captions as before, (equa-
tion 32). An example is shown in Figure 15.

I — pekl I — yekz (32)

Suppose a textual query posed to the Seman-
tic Database fails to produce a valid hit, i.e. the
search terms is not an element of the list of cap-
tions associated with the images (equation 33):

Abstractions in Intelligent Multimedia Databases

— [car, vehicle, automobile]

Q¢ s, @#Ue, (33)

e.g.
flying_insect&[bee] flying_insect&[wasp]

The Knowledge layer searches the ontology file
to check whether the query matches with an entry
there. Suppose a match is found, (equation 34):

O—E, (34)
e.g.
flying_insect==flying_insect

The Knowledge layer retrieves the related
terms and checks whether they match with an
entry in Semantic-DB. Suppose there are valid
matches, i.e. specific ontology terms (hyponyms)
isan element of the list of captions associated with
the images (equation 35):

e € Uekl e, € LkJEkz (35)
Ky )

Figure 15. Images of ‘bee’and ‘wasp’along with captions

216



Abstractions in Intelligent Multimedia Databases

Figure 16. Images of ‘bee’and ‘wasp’along with added captions

[bee,

e.g.

bee € [bee] wasp € [wasp]

It associates the ontology term (hypernym)
with the image and adds to the Knowledge-DB
along with existing terms, (equation 36). The idea
is illustrated in Figure 16.

(36)

1 2

I - {LkJE’ﬂ’EP} I — [png’Ep

A resubmission of the original query to the
Knowledge-DB produces hits, i.e. now the search
terms is an element of the modified list of captions
including the term from the ontology file (equa-
tion 37):

k,

Qe[Uekl,Ep]Qe[ngg,Ep] 37)

e.g.

flying_insecte[bee, flying insect] flying
insecte[wasp, flying_insect]

Therefore, if the search term does not directly
match with the image captions nor is synonymous
with them, but is an altogether different term se-
mantically related to them as hypernym-hyponym
pairs, then the Knowledge Layer of the database
resolves the meaning using the following steps:

flying_insect]

[wasp,
flying_insect]

. It first checks whether the search term
matches with a hypernym entry in an as-
sociated ontology file.

. If it does then the corresponding hyponym
terms are checked to find out if they match
with any of the image captions in the
Semantic-DB. If they do, it implies that the
captions of the image are related in mean-
ing to the hyponyms in the ontology file.

. The corresponding hypernym is then re-
trieved from the ontology file and added to
the image captions before being stored in
the Knowledge-DB.

. A subsequent search in the Knowledge-
DB would produce a response as the added
hypernym term has already been found
to match with the search term. The corre-
sponding image is retrieved and displayed
in the result list.

CONCLUSION AND FUTURE
RESEARCH DIRECTIONS

The present work proposes a layered architecture
of multimedia databases and focuses in more detail
on the characterization and search methodologies
pertaining to semantic content. The proposed
layered architecture is used to extract meta-data
from multimedia components at various layers of
abstractions. The lower layers handle file attributes
(physical layer) and low-level features (structural
layer), while the upper layers handle high-level
features (semantic layer) and attempts to remove
ambiguities inherent in them (knowledge layer).
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To access the various abstracted features, a
query schema is presented. The schema provides
a single point of access while establishing hier-
archical pathways between feature-classes (e.g.
structural, semantic), media-type (e.g. image,
audio), feature-type (e.g. high-level, low-level),
content-type (e.g. color, texture), attributes and
data-types. An interactive interface prompts the
user to input relevant parameters and options at
each level, as the query percolates through the
abstraction layers.

Minimization ofthe semantic gap is addressed
using the concept of “Visual Keywords” (VKs),
which are segmented portions of images along
with associated low-level and high-level features.
The semantic layer auto-annotates image regions
by utilizing information kept in previously trained
semantic knowledge bases. Ambiguities in the
annotations are then resolved using domain spe-
cific ontology files. Experimentation with natural
scenery images has shown the proposed technique
to be effective.

Although the VKs are domain dependent, the
proposed framework allows them to be customized
for different visual domains. For the sake of brev-
ity, this paper deals only with image search and
retrieval, however the framework is extensible to
other media types like audio and video. Moreover
the architecture is scalable, additional features can
be added to the search schema without changing
its basic structure.

Future research will involve translating the
ontological definitions into appropriate technical
specifications and standardized structures. Care-
ful consideration is also required to choose the
most appropriate ontology specification system.
Further research should also focus on develop-
ing encoding techniques to be used at the Query
Layer, such that user queries can be split it into
their components suitable for the four functional
layers of the proposed model.
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ABSTRACT

Fuzzy set theory has been extensively applied to the representation and processing of imprecise and
uncertain data. Image data is becoming an important data resource with rapid growth in the number of
large-scale image repositories. However, image data is fuzzy in nature, and imprecision and vagueness
may exist in both image descriptions and query specifications. This chapter reviews some major work
of image retrieval with fuzzy logic in the literature, including fuzzy content-based image retrieval and
database support for fuzzy image retrieval. For the fuzzy content-based image retrieval, we present
how fuzzy sets are applied for the extraction and representation of visual (colors, shapes, textures) fea-
tures, similarity measures and indexing, relevance feedback, and retrieval systems. For the fuzzy image
database retrieval, we present how fuzzy sets are applied for fuzzy image query processing based on a
defined database models, and how various fuzzy database models can support image data management.

INTRODUCTION

Very large collections of images are growing rap-
idly due to the advent of cheaper storage devices
and the Internet. For example, satellites send tens
of images of earth each second and these images

DOI: 10.4018/978-1-61350-126-9.ch013

are stored in huge databases for future retrieval.
The rapid growth in the number of large-scale
image repositories in many domains such as
medical image management, multimedia libraries,
document archives, art collections, geographical
information systems, law enforcement agencies,
and journalism has brought about the need for
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efficient and effective content-based image
retrieval mechanisms.

Finding an image from a large set of images is
an extremely difficult problem. One solution is to
label images manually, but this is very expensive,
time consuming and infeasible for many applica-
tions. Furthermore, the labeling process depends
on the semantic accuracy in describing the image.
Therefore many content based image retrieval
(CBIR) systems are developed to extract low-
level features for describing the image content.
For an overview of content based image retrieval,
ones can refer to some recent survey papers, for
example, (Miiller, Michoux, Bandon and Geiss-
buhler, 2004), (Datta, Joshi, Li and Wang, 2008)
and (Shandilya and Singhai, 2010).

Inreal-world applications, information is often
imprecise or uncertain (Parsons, 1996). Many
sources can contribute to the imprecision and
uncertainty of data. It has been pointed out that in
the future, we need to learn how to manage data
that is imprecise or uncertain, and that contains an
explicit representation of the uncertainty (Dalvi
and Suciu, 2007). As pointed in (Gokcen, Yazici
and Buckles, 2000), image data is fuzzy in nature
and in content-based retrieval this property creates
some problems such as:

1. Descriptions of image contents usually in-
volve inexact and subjective concepts. For
the diversity of image contents, different
people would have different understandings
and descriptions.

2. Usually imprecision and vagueness exist in
descriptions of the images and in some of
the visual features. The descriptions, which
is associated with each stored image so as to
retain the important visual characteristics,
are generally imprecise and quantization of
visual features (object features) can also be
vague.

3. User’s needs to image retrieval may be
naturally fuzzy. User may specify linguistic
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qualifiers for his/her retrieval specification
and preference.

4. Finite set of recognizable feature values
by human is a restricted subset of what the
image actually may have.

Due to subjectivity of human perception,
imprecision and vagueness exist in both image
descriptions and query specifications, which usu-
ally impaira definite decision about the satisfaction
of a query. To overcome this limit, it is needed
to introduce a score, and quantify the degree of
truth, by which the available description permits
a decision about a given query. It is true in image
retrieval that user is not only looking for an exact
match but also looking for the nearest matches.
Some previous studies have been done on apply-
ing fuzzy processing techniques to CBIR. Among
them, some tried to define an efficient way of
fuzzy query processing and similarity computation
between the query and images in the database,
and some worked on the limited values of visual
properties and defined representation systems for
that task (Gokcen, Yazici and Buckles, 2000).

Databases are designed to support the data
storage, processing, and retrieval activities related
to data management. Nowadays rapid advances
in computing power have brought opportunities
for databases in emerging applications such as
multimedia, knowledge engineering, geographic
information systems, and etc. Image databases can
be viewed as controlled collections of images. It
is desired by users that image databases manage
a great amount of image data and provide fast
query resolution. Currently some researchers tried
to apply advanced database technology to support
image data management. It is noted that while
some work has been done on fuzzy content-based
image retrieval, working on fuzzy query process-
ing based on a defined database model and fuzzy
image database models are emerging.

In this chapter, we review two aspects of ex-
isting work in area of image retrieval with fuzzy
logic. The first one is the fuzzy content-based
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image retrieval, and we review some major work
of the application of fuzzy sets in the extraction
and representation of visual (colors, shapes, tex-
tures) features, similarity measures and indexing,
relevance feedback, and retrieval systems. The
second one is the fuzzy image database retrieval,
and we review some major work of the applica-
tion of fuzzy sets in fuzzy image query processing
based on a defined database models and some
major work of various fuzzy database models in
image data management.

The remainder of the chapter is organized as
follows. Section 2 discusses information impreci-
sion and uncertainty as well as fussy set theory.
The issues that fuzzy sets are applied for the
extraction and representation of visual (colors,
shapes, textures) features, similarity measures
and indexing, relevance feedback, and retrieval
systems are investigated in Section 3. Section 4
presents how fuzzy sets are applied for fuzzy im-
age query processing based on a defined database
models and how various fuzzy database models
can support image data management. Section 5
concludes this chapter.

IMPERFECT INFORMATION
AND FUZZY SET THEORY

Imprecise and Uncertain Information

There have been some attempts to classify the
various possible kinds of imperfect information.
Inconsistency, imprecision, vagueness, uncer-
tainty, and ambiguity are five basic kinds of
imperfect information in database systems (Bosc
and Prade, 1993).

*  Inconsistency is a kind of semantic con-
flict, meaning the same aspect of the real
world is irreconcilably represented more
than once in a database or in several differ-
ent databases. Information inconsistency

usually comes from information integra-
tion (DeMichiel, 1989).

*  Intuitively, the imprecision and vagueness
are relevant to the content of an attribute
value, and it means that a choice must be
made from a given range (interval or set) of
values but we do not know exactly which
one to choose at present. In general, vague
information is represented by linguistic
values.

*  The uncertainty is related to the degree of
truth of its attribute value, and it means that
we can apportion some, but not all, of our
belief to a given value or a group of values.
The random uncertainty described with
probability theory is not considered here.

. The ambiguity means that some elements
of the model lack complete semantics lead-
ing to several possible interpretations.

Generally several different kinds of imperfec-
tion can co-exist with respect to the same piece of
information. Imprecision, uncertainty, and vague-
ness are three major types of imperfect informa-
tion. And fuzzy sets introduced by Zadeh (1965)
have been widely used for the quantification of
imprecision and uncertainty.

Fuzzy Sets and Possibility
Distributions

Based on the classification of imperfect infor-
mation, different types and sources of imperfect
information have been investigated (Morrissey,
1990; Parsons, 1996). Many of the existing ap-
proaches dealing with imprecision and uncertainty
are based on the theory of fuzzy sets (Zadeh, 1965)
and possibility distribution theory (Zadeh, 1978).

Let U be a universe of discourse. A fuzzy
value on U is characterized by a fuzzy set F in
U. A membership function

w: U= [0,1]
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is defined for the fuzzy set F', where . (u), for
each u € U, denotes the degree of membership
of u in the fuzzy set F. Thus the fuzzy set F is
described as follows:

F=A{w, w)u,p, ) u, .., pn, (u)u}

When the membership function p,, (1) above is

explained to be a measure of the possibility that a
variable X has the value u, where X takes values
in U, a fuzzy value is described by a possibility
distribution m, (Zadeh, 1978).
=, (u)u,n, (w)u, .., (u)u}
Here, 7, (1), u. € U denotes the possibility that u.
is true. Let t, and F be the possibility distribution
representation and the fuzzy setrepresentation for
a fuzzy value, respectively.

FUZZY SETS AND CONTENT-
BASED IMAGE RETRIEVAL

A content-based image retrieval (CBIR) system is
typically divided into off-line feature extraction
and online image retrieval (Wei, Li and Wilson,
2005). In off-line extraction, the contents of im-
ages are extracted and described as features. In
online image retrieval, the user can submita query
specification to the retrieval system for searching
desired images. In order to improve the efficiencies
of searching images, indexing methods are usu-
ally used in the retrieval system for feature sets.
Also user can provide relevance feedback to the
retrieval system in order to get better search results.
Itshould be noted that typical content-based image
retrieval systems need to handle the inherent un-
certainty in feature representation, spatial relation
models, similarity measures, indexing methods,
and relevance feedback. Fuzzy set theory can ef-
fectively be used for this purpose. Applying fuzzy
processing techniques to the CBIR systems has
been extensively studied in the literature.
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Fuzzy Logic in Feature
Extractions and Representations
for Image Retrieval

In a CBIR system, visual features in images gen-
erally include color features, texture features and
shape features. Color features are among the most
important features used in image retrieval. First
of all, let us focus on applications of fuzzy logic
in extraction and representation of color features
in the CBIR systems.

Fuzzy Logic for Color Features

In (Seaborn, Hepplewhite and Stonham, 1999),
a color space for content based image retrieval is
presented, which is based upon psychophysical
research into human perception. The proposed
color space provides both the ability to measure
similarity and determine dissimilarity, using fuzzy
logic and psychologically based set theoretic simi-
larity measurement. These properties are shown to
be equal or superior to conventional color spaces.

Focusing on the possible embedding of the
uncertainty regarding the colors of an image into
histogram-type descriptors, Vertan and Boujemaa
(2000) propose a color histogram approach. They
define various fuzzy color histograms following
a taxonomy that classifies fuzzy techniques as
crude fuzzy, fuzzy paradigm based, fuzzy ag-
gregational and fuzzy inferential. Finally a class
of similarity distances is defined based on fuzzy
logic operations.

In (Liang, Zhai and Chavel, 2002), an ap-
plication of fuzzy relations in fuzzy set theory is
proposed to the measure of color identity, where
a membership function is used as a measure of
the similarity, and a fuzzy-match of two colors is
defined by the a-cut fuzzy relation. Also a fuzzy-
search process of color histograms is developed
to save from massive unnecessary calculations.

In (Han and Ma, 2002), a color histogram rep-
resentation, called fuzzy color histogram (FCH),
is presented by considering the color similarity of
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each pixel’s color associated to all the histogram
bins through fuzzy-set membership function. An
approach for computing the membership values
based on fuzzy-means algorithmis developed. The
proposed FCH is further exploited in the applica-
tion of image indexing and retrieval.

In (Younes, Truck and Akdag, 2005), a soft-
ware system for image indexing and retrieval is
presented. The classification proposed there is
based on the dominant color(s) of the images. The
process consists in assigning a colorimetric profile
to the image in HLS (Hue, Lightness, Saturation)
space. First, the definition of hue is done thanks
to a fuzzy representation to take into account the
non-uniformity of colors distribution. And then,
lightness and saturation are represented through
linguistic qualifiers also defined in a fuzzy way.
Finally, the profile is built through fuzzy func-
tions representing the membership degree of the
image to different classes. In order to improve the
performancesi.e. to define more accurate profiles,
zones of pixels, instead of pixels individually are
considered. Those zones can be constructed thanks
to an edge detection algorithm. A sample of pixels
is chosen inside a zone to determine the color of
the zone. According to the detected dominant
colors, such a software system may be used to
classify indoor/outdoor images or harmonious/
disharmonious images.

Each color space in color image histograms
consists of three components leads to 3-dimen-
sional histograms. The procedure of projecting
the 3D histogram onto one single-dimension
histogram is called histogram linking. In (Kon-
stantinidis, Gasteratos and Andreadis, 2005), a
fuzzy linking method of color histogram creation
is proposed based on the L*a*b* color space and
provides a histogram which contains only 10
bins. The histogram creation method in hand is
assessed based on the performances achieved in
retrieving similar images from a widely diverse
image collection.

In (Chamorro-Martinez, Sanchez, Prados-
Suarez and Soto-Hidalgo, 2006), a fuzzy approach

for dealing with imprecision in the image color
description is presented. The notion of fuzzy
dominant color is introduced on the basis of a
definition of fuzzy HIS color space. Based on the
dominant fuzzy colors, inclusion and resemblance
query operators are used for flexibly retrieving
images by means of color linguistic labels. In
(Chamorro-Martinez, Sdnchez and Soto-Hidalgo,
2008), fuzzy naturals-based histograms on fuzzy
color spaces are introduced. In the proposed ap-
proach, histograms are fuzzy probability distri-
butions on a fuzzy color space, where the fuzzy
probability is calculated as the quotient between a
fuzzy natural number and the number of pixels in
the image, the former being a fuzzy (non-scalar)
cardinality of a fuzzy set. This approach to his-
tograms avoids the well-known disadvantages
of the ordinary sigma-count as an estimation of
the probability. It is illustrated that the potential
application of the proposal by applying it to the
problem of dominant color selection.

To assign a colorimetric profile to the image
in HLS (Hue, Lightness, Saturation) space, in
(Younes, Truck and Akdag, 2007), a definition
of hue is presented using a fuzzy representation
that takes into account the non-uniformity of color
distribution. Lightness and saturation are repre-
sented through linguistic qualifiers also defined
in a fuzzy way. The profile is built through fuzzy
functions representing the membership degree of
the image to different classes. Thus, the query for
image retrieval is a pair (hue, qualifier). Finally
the user can re-define the fuzzy representation
of Hue, Lightness and Saturation, according to
his own perception while looking for a match
between the query and the profiles for the query
for the retrieval.

In (Bhoyar and Kakde, 2009), two different
approaches to color binning and subsequent
JNS (Just Not the Same) color histogram
computation are discussed. The first approach is
based onaNeural Network Color Classifier trained
using error back prorogation training algorithm.
The second approach is based on heuristically
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designed fuzzy classifier using fuzzy if-then rules
for classifying color pixels into one of the eleven
JNS colors. Color signatures for images in the
database are obtained using both the methods.
Then a fuzzy set theoretic approach is proposed
to describe and extract the fuzzy color semantics
that attempt to reduce the semantic gap between
the low-level visual features and the high-level se-
mantic features. Five linguistic variables are used
to represent the image color semantics providing
a flexible query scheme that is able to effectively
represent vagueness in human color perception.

Fuzzy Logic for Texture Features

Kulkarni and Verma (2003) present a fuzzy logic
based approach for the interpretation of texture
queries. Tamura feature extraction technique is
used to extract each texture feature of an image
inthe database. A term set on each Tamura feature
is generated by a fuzzy clustering algorithm to
pose a query in terms of natural language. The
query can be expressed as a logic combination of
natural language terms and tamura feature values.
The performance of the technique was evaluated
on Brodatz texture benchmark database.

For the problem of imprecision in texture
description, Chamorro-Martinez, Galan-Perales,
Sanchez and Prados-Suarez (2006) propose a
methodology to represent texture concepts by
means of fuzzy sets. They model the concept of
“coarseness”, the most extended in texture analy-
sis, relating representative measures of this kind of
texture (usually some statistic) with its presence
degree. To obtain these “presence degrees” related
to human perception, they propose amethodology
to collect assessments from polls filled by human
subjects, performing an aggregation of these as-
sessments by means of OWA operators. Using
as reference set a combination of some statistics,
the membership function corresponding to the
fuzzy set “coarseness” is modeled as the function
which provides the best fit of the collected data.
In (Chamorro-Martinez and Martinez-Jiménez,
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2010), a method to adapt the fuzzy sets that mod-
els the “coarseness” texture property according
to different coarse-fine perceptions is proposed.
The membership functions associated to these
fuzzy sets are obtained on the basis of the human
assessments given by a pool, which represent the
average coarse-fine perception degree. The user’s
particular perception about coarseness fineness
and the changes in perception influenced by the
image context are taken into account to adapt
the models. The membership functions are auto-
matically adapted by means of a transformation
of functions on the basis of the new coarse-fine
perception.

Fuzzy Logic for Shape Features

Chanussot, Nystrom and Sladoje (2005) extend
the shape signature based on the distance of the
boundary points from the shape centroid, to the
case of fuzzy sets. The analysis of the transition
from crisp to fuzzy shape descriptor is first given
inthe continuous case. They analyze two methods
for calculating the signature of a fuzzy shape,
derived from two ways of defining a fuzzy set:
first, by its membership function, and second, as
a stack of its a-cuts. The first approach is based
on measuring the length of a fuzzy straight line
by integration of the fuzzy membership function,
while in the second one we use averaging of the
shape signatures obtained for the individual a-cuts
of the fuzzy set. The two methods, equivalent in
the continuous case for the studied class of fuzzy
shapes, produce different results when adjusted
to the discrete case. A statistical study, aiming at
characterizing the performances of each method
in the discrete case, is done.

Also there are some works on applying fuzzy
logics for the extractions and representations of
several features (e.g., color and shape features,
color and texture features, and even color, texture
and shape) simultaneously. This chapter does not
discuss these works further.
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Fuzzy Logic in Similarity Measures
and Indexing for Image Retrieval

After features (colors, shapes, textures) of im-
ages in database are extracted and represented,
features of the query specification are compared
with features of the image database to determine
which images match correctly (similar) with the
given features. The matching process is based
on similarity measure between query image and
images in databases.

Color features are among the most impor-
tant features used in image retrieval and direct
histogram comparison is the most commonly
used technique in measuring color similarity of
images. In (Chaira and Ray, 2005), a scheme for
fuzzy similarity based strategy is presented to
retrieve an image from a library of color images.
A gamma membership function, derived from the
Gamma distribution, is hereby proposed to find
the membership values of the gray levels of the
histogram. The presented image retrieval scheme is
with some popular vector fuzzy distance measures
using a gamma membership function for finding
the membership values of the gray levels, and
the matching function is evaluated to select the
appropriate retrieval mechanism.

In(Chienand Cheng, 2002), an image segmen-
tation scheme is proposed based on fuzzy color
similarity measure to segment out meaningful
objects in an image according to human percep-
tion. The proposed method first defines a set of
fuzzy colors based on the HLS color coordinate
space. Each pixel in an image is represented by a
set of fuzzy colors that are the most similar colors
in the color palette selected by human. Then, a
fuzzy similarity measure is developed for evalu-
ating the similarity of fuzzy colors between two
pixels. Adjacent pixels are recursively merged to
form meaningful objects by the fuzzy similarity
measure until there is no similar color between
adjacent pixels.

In (Gadi, Benslimane, Daoudi and Matusiak,
1999), the Fourier-based shape descriptions

are used and the images are represented by an
N-dimensional feature vectors. The similarity
measure is calculated for each component of the
features vectors. Each pair of images has N simi-
larity measures. The global similarity measure is
obtained by two methods: using a fuzzy If-Then
rule; considering each similarity measure obtained
between two components as an opinion and then
the global similarity measure consists in choosing
a global opinion from the all.

Based on fuzzy similarity metrics, Tolias, Panas
and Tsoukalas (1999) present an image retrieval
system, which uses shape and color information
to generate a 2630 byte long information vector
that describes the shape and color distribution in
the image. This information is generated by the
application of the Discrete Wavelet Transform to
the YIQ colorspace and picking the appropriate
information by quantization of the Y channel
coefficients and using fuzzy linguistics variables
for colordescription. The information vectors that
correspond to the images in a given database are
used for the queries. Queries are carried out us-
ing the Generalized Tversky Index, a similarity
index that is based on human similarity percep-
tion, which has been developed by the authors.
Different retrieval results are calculated for shape
and color; a final data fusion process takes place
to provide the overall results.

In (Omhover, Detyniecki, Rifqi and Bouchon-
Meunier, 2004), the fuzzy similarity measures
in the context of a CBIR system are introduced,
which leads to the observation of an invariance
in the ranking for different similarity measures.
Then an explanation to this phenomenon and a
larger theory about order invariance for fuzzy
similarity measures is proposed. A definition
for equivalence classes is introduced based on
order conservation between these measures.
Then the consequences of this theory on the
evaluation of documentretrieval by fuzzy similar-
ity are investigated.

Since a feature vector of an image is usually
in the multi-dimensional space (Fonseca and
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Jorge, 2003), retrieval of an image with multi-
dimensional feature vector needs fast execution
of search operations. At this point, indexing di-
mensional feature sets is very useful and helpful
for image retrieval.

In (Vereb, 2003), a two-layer content-based
image retrieval model is described. The model
has a prefilter indexing function, based on a pos-
sible class hierarchy of the images to be stored.
Based on this hierarchical indexing some typified
queries can be introduced. The ¢ distance func-
tion used in the queries can be defined by a fuzzy
algorithm based on the cut operation and the fuzzy
logical connectives. This approach is called cut-
and-or-not.

In (Zhang, Zhang and Yao, 2003), a indexing
and retrieval methodology, called PicSearcher,
is described, which integrates color, texture and
shape information for content-based image re-
trieval in online image databases. This methodol-
ogy applies unsupervised image segmentation to
partition an image into a set of regions, then fuzzy
color histogram as well as fuzzy texture and shape
properties of each region is calculated to be part
of their signatures. The fuzzification procedures
resolve the recognition uncertainty stemming
from color quantization and human perception
of colors. At the same time, this unified fuzzy
scheme incorporates the segmentation-related
uncertainties into the retrieval algorithm. Then
an adaptive and effective measure for the overall
similarity between images is developed by inte-
grating properties of all the regions in the image.

Fuzzy Logic in Relevance
Feedback for Image Retrieval

For a given query, the retrieval system returns
initial results based on predefined similarity
metrics. In order to improve the effectiveness
of the retrieval system, one way is that the user
provides feedback regarding the retrieval results
by qualifying images returned as either “relevant”
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or “irrelevant” so that the retrieval system can
identify what the user is really looking for. With
feedback, the retrieval system learns the visual
features of the images and returns improved re-
sults to the user.

The problem of incorporating prior experience
of the retrieval system is addressed to improve
the performance on future queries in (Bhanu and
Dong, 2001 & 2002). A semi-supervised fuzzy
clustering method is proposed to learn class distri-
bution (metaknowledge) in the sense of high-level
concepts from retrieval experience. Using fuzzy
rules, the meta knowledge is incorporated into a
probabilistic feature relevance feedback approach
to improve the retrieval performance.

In (Zhou, Zhang, Lin, Deng and Wu, 2003), an
image retrieval method based on the accumulated
user relevance feedback records is presented. The
semi-supervised fuzzy clustering on the records
is conducted, and the subsequent information
filtering within the target cluster is performed to
guide the refinement of query parameters. During
information filtering, both the user’s relevance
evaluation and the corresponding query image
of the records are used to predict the semantic
correlation between the current retrieval query
sample and the database images.

Yap and Wu (2005) presents a framework
called fuzzy relevance feedback in interactive
content-based image retrieval (CBIR) systems
based on soft-decision. They propose a learn-
ing approach using a fuzzy radial basis function
network (FRBFN) and integrate the users’ fuzzy
interpretation of visual content into the notion of
relevance feedback. Based on the users’feedbacks,
an FRBFN is constructed, and the underlying
parameters and network structure are optimized
using a gradient-descent training strategy.

In (Yager and Petry, 2005), an approach to
relevance feedback in content-based image re-
trieval is developed to capture more of the users’
relevance judgments by allowing the use of natural
language like comments on the retrieved images.
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These comments can be reflected into new targets
for searching the image database by using methods
from fuzzy logic and computational intelligence.
Such enhanced information is utilized to develop
a system that can provide more effective and ef-
ficient retrieval.

Banerjee and Kundu (2007) propose a rel-
evance feedback frame work, which evaluates
the features, from fuzzy entropy based feature
evaluation index (FEI) for optimal retrieval by
considering both the relevant as well as irrelevant
set of the retrieved images marked by the users.
The results obtained using their algorithm are
compared with the agreed upon standards for visual
content descriptors of MPEG-7 core experiments.

In (Javidi, Pourreza and Yazdi, 2010), asystem
of fuzzy relevance feedback for image retrieval
is introduced, in which a soft feedback model is
used to construct Fuzzy Transaction Repository
(FTR) based on user interactions. FTR records
the user’s intent and, therefore, in terms of the
semantic meanings, provides a better representa-
tion of each image in the database. The semantic
similarity between the query and each database
image can then be computed using the current
feedback and the semantic values in the FTR.
Furthermore, feature re-weighting is applied to
the session-term feedback in order to learn the
weight oflow-level features. These two similarity
measures are normalized and combined together
to form the overall similarity measure.

Widyanto and Maftukhah (2010) propose
fuzzy relevance feedback using Query Vector
Modification (QVM) method in image retrieval.
They propose six relevance levels are: “very rel-
evant”, “relevant”, “few relevant”, “vague”, “not
relevant”, and “very non relevant” for feedback.
For computation of user feedback result, QVM
method is proposed to repeatedly reformulate the
query vector through user feedback. The system
derives the image similarity by computing the Eu-
clidean distance and computation of color param-
eter value by Red, Green, and Blue (RGB) color

model. Five steps for fuzzy relevance feedback
are: image similarity, output image, computation
of membership value, feedback computation, and
feedback result.

Fuzzy Logic in CBIR Systems

Combining the applications of fuzzy sets in fea-
ture extractions and representations, similarity
measures and indexing, and relevance feedback
for image retrieval, some fuzzy content-based
image retrieval systems have been developed in
the literature.

In (Chen and Wang, 2002), a fuzzy logic ap-
proach named UFM (unified feature matching)
is proposed for region-based image retrieval.
In the retrieval system, an image is represented
by a set of segmented regions, each of which is
characterized by a fuzzy feature (fuzzy set) re-
flecting color, texture, and shape properties. As
a result, an image is associated with a family of
fuzzy features corresponding to regions. Fuzzy
features naturally characterize the gradual transi-
tion between regions (blurry boundaries) within
animage and incorporate the segmentation-related
uncertainties into the retrieval algorithm. The
resemblance of two images is then defined as the
overall similarity between two families of fuzzy
features and quantified by a similarity measure,
UFM measure, which integrates properties of all
the regions in the images.

Huang, Chang and Huang (2003) present a
region-based prototype image retrieval system
named Fuzzylmage. An image is segmented into
regions depending on clustering similar feature
vectors by fuzzy c-means. Then asimilar measure-
ment is used to evaluate the similarity between
the query image and incorporated regions. The
users can select the most interesting regions from
5 sample images that pop-up, and by feedback
to the system. Based on the selected individual
regions of query images, the overall similarity
helps filter out irrelevant images in a database
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after relevance feedback and enables a simple
user-oriented query interface for a region-based
image retrieval system.

In (Krishnapuram et al, 2004), an image
retrieval system called FIRST (Fuzzy Image Re-
trieval SysTem) is described. FIRST uses Fuzzy
Attributed Relational Graphs (FARGs) torepresent
images, where eachnode in the graph represents an
image region and each edge represents a relation
between two regions. FIRST supports exemplar-
based, graphical-sketch-based, as well as linguistic
queries involving region labels, attributes, and
spatial relations. The given query is converted to
aFARG, and a fuzzy graph matching algorithm is
used to compare the query graph with the FARGs
in the database.

Chiu, Lin and Yang (2003) propose a fuzzy
logic framework to realize a personalized CBIR
system, and define a query description language
to unify the query expression of textual descrip-
tions, visual examples, and relevance feedbacks.
In their CBIR system, the proposed unsupervised
fuzzy clustering algorithm builds a mapping from
low-level image features (Tamura features) to
high level human concepts (linguistic terms) in
a fully automated way to alleviate the semantic
gap problem; the proposed framework captures
the user’s preference on retrieval and retains it in
his/her personal profile to alleviate the perception
subjectivity problem.

Kulkarni (2004) proposes aneural-fuzzy based
approach for retrieving a specific video clip from
avideo database. Fuzzy logic is used for express-
ing queries in terms of natural language and a
neural network is designed to learn the meaning
of these queries. The queries are designed based
on features such as color and texture of shots,
scenes and objects in video clips. An error back
propagation algorithm is proposed to learn the
meaning of queries in fuzzy terms such as very
similar, similar and some-what similar.
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DATABASE SUPPORT FOR
FUZZY IMAGE RETRIEVAL

Image databases can be viewed as controlled col-
lections of images. Concurrently image databases
are used by many users, managing a great amount
of data, and requiring fast query resolution. This
fact leads to the need for database management
systems (DBMS) in image management to ensure
high performance, scalability, availability with
fault tolerance and distribution. While some work
has been done on fuzzy content-based retrieval
systems, there are few studies working on fuzzy
query processing based on a defined database
model and fuzzy image database models.

Fuzzy Queries for Image Databases

In image databases with complex structures, im-
ages areretrieved and selected not only from their
contents, but also fromusers’ descriptions of their
appearance through queries specified in terms of
user s criteria. Itis well known that fuzzy logic can
provide aconvenienttool for interfacing linguistic
categories and expressing user’s preference in a
gradual and qualitative way. Fuzzy logic methods
have been already applied in databases systems
and information retrieval to represent flexible
queries. Ina typical content-based image retrieval
(CBIR) system, image databases would also need
to handle the vagueness in the user queries.

Fagin (1998) surveys some issues that arise
for multimedia queries, and particularly studies
fuzzy queries in multimedia database systems.
The uncertainty is only allowed at attribute level.
The comparison of values at different levels of
uncertainty is not considered.

Focusing onimage classification and retrieval,
Shahabi and Chen (2000) extend an object-rela-
tional database system, namely Informix Universal
Server, to support soft query. Towards this end,
they propose a united model to support soft que-
rying and classification on image databases. The
model borrows heavily from the meld of fuzzy
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logic. The model maintains a profile for each user,
which contains the membership value for every
image-class pair. For the cases where values for
some of these pairs are missing, the model pro-
vides estimation based on the level of confidence
that this user has on other users. To support a user
query, the model combines the profile information
with conventional feature similarity algorithms,
in a united manner.

Based on the ODMG Object Query Language
(OQL), Nepal, Ramakrishnaand Thom (1999) pro-
poseaFuzzy Object Query Language (FOQL). The
syntax and semantics of a few FOQL constructs
are described using an example image database
by example queries. Also they describe how the
FOQL constructs help the users to formulate
queries and handle the underlying problems in
CBIR systems such as mapping low level features
to high level concepts. Since FOQL is based on
ODMG standard, FOQL can be easily mapped
into the ODMG-compliant visual query languages.

Dubois, Prade and Sedes (2001) provide a
preliminary investigation of the potential appli-
cations of fuzzy logic in multimedia databases.
The emphasis is on querying issues: detecting
similar semistructured documents, intending to
extend SQL/OQL-like queries, and querying by
examples. They suggest two types of applica-
tions of fuzzy-set-based methods in relation with
specificities of multimedia systems: the extensions
of SQL-like query language and an approach to
querying by examples.

Fuzzy Conceptual Data Models
for Image Databases

In general image understanding is context-depen-
dentand very subjective. Asaresult, itisnotalways
possibleto express the semantic image contentina
precise way. Conceptual data modeling is the first
step of semantic image modeling and the uncertain
information should be taken into account in order
to build a more expressive conceptual data model

and be able to handle queries involving in some
form of uncertainty.

A conceptual data model is presented in (Ay-
gun and Yazici, 2004) for multimedia database
applications based on ExIFO, model. ExIFO,
proposed originally in (Yazici, Buckles and
Petry, 1999) is a fuzzy object-oriented conceptual
data model based on IFO data model, which is
a mathematically defined conceptual data model
that incorporates the fundamental principles of
semantic database modeling within a graph-
based representational framework (Abiteboul
and Hull, 1987). EXIFO, data model in (Aygun
and Yazici, 2004) is enhanced in order to meet
the multimedia data requirements, and supports
the representation of uncertainty at the attribute
level, object/class level and class/subclass level. In
addition to uncertain and imprecise information,
A way of handling relationships among objects
of multimedia database applications is presented
also. The conceptual model is finally mapped to a
logical model, in which the fuzzy object-oriented
data (FOOD) model is chosen, for storing and
manipulating the multimedia objects. This map-
ping is done in a way that it preserves most of the
information represented at the conceptual level.

Video can basically be regarded as a consecu-
tive sequence of images ordered in time. Also
video data may contain uncertainty due to their
complex and subjective semantic content. In
order to manage fuzzy video data in multimedia
databases, UML (unified modeling language) is
extend in (Ozgur, Koyuncu and Yazici, 2009) to
represent complex and rich semantic content and
knowledge of video data with uncertainty. The
fuzzy conceptual model UML is used finally to
map to FOOD, a fuzzy object-oriented database.
Alsoin (Kucuk, Burcuozgur, Yazici and Koyuncu,
2009), the fuzzy UML, a fuzzy conceptual data
model, is used for multimedia data and its ap-
plication to news video domain. The proposed
model takes an object oriented approach with
the ability to handle fuzziness at the attribute,
object/class and class/superclass levels. Also the

231



model handles its hierarchical structure and the
spatial and temporal relations among the data. In
order to apply the model to the domain of news
videos, they define several new classes inheriting
from the classes in the model to add domain-
specific attributes.

Fuzzy Database Models
for Image Databases

Storing images in an image database can provide
a natural and effective way to access image data.
Some work has been done on fuzzy content-based
image retrieval systems, but few of them rely on
a defined database model. In order to model im-
precision and uncertainty of images in databases,
the fuzzy databases have been applied as image
databases for image storage and retrieval (query).
The fuzzy databases include the fuzzy extended
relational databases (fuzzy extended RDBs), fuzzy
nested relational databases, fuzzy object-oriented
databases and fuzzy object-relational databases.
Since image data are generally complex, gener-
ally the fuzzy relational databases are not used to
represent image data. With the fuzzy databases,
the imprecise descriptions of image characteristics
such as color, shape, texture and semantics are
represented and the queries are carried out.

The relational database model is extended in
(Wu and Nerasimhalu, 1998) to accommodate
facial images and their fuzzy descriptions by al-
lowing ADTs (abstract data types) in the relation
tables. Based on the extension of the relation
model for fuzzy image database, a tuple relation
calculus is extended for content-based fuzzy
query processing. Then a concept of fuzzy space
is proposed and fuzzy query processing in fuzzy
space and fuzzy indexing on complex fuzzy vec-
tors are described. An example image database,
the computer-aided facial image inference and
retrieval system (CAFIIR), is used to test the
content-based fuzzy retrieval of images.

Chianese et al. (2004) present a fuzzy approach
for image databases. They exploit the fuzzy NF?
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relational model as a foundation for building image
catalogues containing the semantic description of
a given image database. In order to capture the
fuzziness related to the semantic descriptors of
an image, the algebraic operators are defined in
the proposed model. From the operational point
of view, the NF2 relational model is considered
being equivalent to the First Normal Form an-
notated relation model, and can provide a suit-
able framework for dealing with uncertainties in
image databases.

The Object Model of ODMG is extended in
(Nepal, Ramakrishna and Thom, 1999) to include
fuzzy data types, which are necessary to handle
the fuzzy information encountered in the image
databases, and the Fuzzy Object Model is hereby
proposed. The Object Definition Language (ODL)
is extended to Fuzzy Object Definition Language
(FODL) to enable users to define fuzzy data in the
schema specification. The Fuzzy Object Model
extends the built-in types to support fuzzy data,
including the fuzzy literal types (Fuzzyboolean
atomic literal and Fuzzy collection literal) and the
fuzzy collection object types (Fuzzyset, Fuzzybag
and Fuzzylist).

Using the fuzzy object-oriented database
(FOOD) model, Gokcen, Yazici and Buckles
(2000) present an approach for fuzzy content-
based retrieval in image databases. For that pur-
pose, the histogram value is considered and a way
of calculating the histogram value for each tile is
given. Note that the feature included in (Gokcen,
Yazici and Buckles, 2000) is only the histogram
value, and more complex queries retrieving images
are generally based on not only color but also the
other features (e.g., cloud pixels, texture, shape
etc.). The fuzzy object-oriented data (FOOD) mod-
el is chosen in (Aygun and Yazici, 2004) to store
and manipulate the multimedia objects. Here the
multimedia objects and the relationships among
objects of multimedia database applications may
contain uncertain and imprecise information and
are modeled first in the EXIFO2 data model, a
conceptual model which can deal with complex
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objects along with their uncertain and imprecise
properties in order to meet the multimedia data
requirements. The ExIFO2 data model is then
is mapped to the FOOD model. Based on the
FOOD model, videos of football (soccer) games
is selected as the multimedia database application
to show how they handle crisp and fuzzy query-
ing and retrieval of fuzzy and crisp data from the
database. Also Ozgur, Koyuncu and Yazici (2009)
introduce an intelligent fuzzy object-oriented
database framework (IFOOD), which mainly
consists of two parts: a fuzzy object-oriented
database (FOOD) and a fuzzy knowledge base
(FKB), to represent fuzzy video data in database
and torepresent complex relationships and knowl-
edge in the form of temporal, spatial and fuzzy
semantic rules in knowledge base. Complex and
rich semantic content and knowledge of video
data with uncertainty are represented first in the
fuzzily extended UML. Then the fuzzy conceptual
model UML is used to map to the FOOD. Based
ontheintroduced IFOOD, various flexible queries,
including (fuzzy) semantic, temporal and (fuzzy)
spatial queries, are investigated.

Uysaland Yarman Vural (2005) concentrate on
finding a discriminative feature set for each class.
For this purpose, Fuzzy ARTMAP architecture is
utilized to learn the relevance of each feature for
each query class by identifying the weight vec-
tors for features. The weight vector for features
is used to label the database, which is used for
querying. The proposed system uses the fuzzy
object-oriented databases.

In(Chamorro-Martineza et al.,2005; Barranco
et al., 2006; Chamorro-Martineza et al., 2007),
a fuzzy approach for image retrieval on the basis
of color features is presented, which deals with
vagueness in the color description. The concept
of dominant fuzzy color is proposed for the color
description, using linguistic labels for representing
the color information in terms of hue, saturation
and intensity. The use of fuzzy object-relational
database model is introduced to store and retrieve
imprecise data. In order to deal with fuzzy data in

the proposed database model, a general approach
supporting the manipulation of fuzzy objects in
an object-relational database system is applied,
which allows the retrieval of images by perform-
ing flexible queries on the database. In (Medina
et al., 2009), a fuzzy object-relational database
management system (FORDBMS) is used for
X-Ray image storage. The system stores X-Ray
images along with a set of parameters describing
their content, where parameter curves are obtained
from X-Ray images of patients suffering from sco-
liosis. When looking for images with a determined
curve pattern, queries can be performed over these
parameters to retrieve images matching visually.

It is shown above that the fuzzy extended
relational databases, fuzzy nested relational data-
bases, fuzzy object-oriented databases, and fuzzy
object-relational databases have been applied for
modeling the imprecision and uncertainty in im-
age databases. In addition to these fuzzy database
models mentioned above, there are some other
types of fuzzy data models that are proposed for
image databases. In (Majumdar, Bhattacharya and
Saha, 2002), an object-oriented graph theoretic
model is proposed to represent an image, which
may have uncertainty in the context of spatial and
topological relations existing among the objects in
the image. With the proposed model, it is allowed
to assess the similarity between images using
the concept of (fuzzy) graph matching and then
flexibility is provided in the similarity algorithm.

CONCLUSION

In this chapter, we review fuzzy set theoretic
approach for dealing with uncertainty in image
retrieval. The focus is mainly on two aspects of
existing work: the first one is research work about
the application of fuzzy sets in the extraction and
representation of visual (colors, shapes, textures)
features, similarity measures and indexing, rel-
evance feedback, and retrieval systems; the second
one is research work about the application of
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fuzzy sets in fuzzy image query processing based
on a defined database models and research work
about various fuzzy database models in image
data management.

The problem of fuzzy image search is a large
problem with many aspects. There is a large num-
ber of interesting research problems where fuzzy
logic can be applied to image search. While work
has begun on many of these problems, the area
is still wide open for new results. It is especially
true when user issue semantic image search. The
chapter does not review the research work on this
topic. It can be believed that fuzzy logic can play
an important role in image search.
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INTRODUCTION

Digital convergence is finally happening (Amorim
& Silva, 2009): all separate media now become
digital and come to be delivered via global net-
work, improving education quality. In this new
context, Management of Change (MoC) comes
into play (Bates, 1999; Conner, 1993; Frame,
1994): teachers demand both digital content
and training in order to incorporate multimedia
in their daily practice. After considering topics
such as accessibility, MoC and multimedia, this
chapter presents a initiative from the Universidade
Estadual de Campinas (UNICAMP), Brazil, that
involves large-scale multimedia production for
teaching (MEC, 2007). This chapter discusses the
use of multimedia but focuses on its production
while presenting a Brazilian perspective on the
many challenges and opportunities experienced
in real world technology projects.

Ineducation, digital technologies are becoming
increasingly important. The use of multimedia
can combine text, images, full-motion video, and
sound into an integrated package. The authoring
process grows in complexity with time due to the
increasing multitude of possibilities available:
from traditional hypertext to Web-based audio
broadcast viareally simple syndication (RSS) feed.
This growing complexity of modern educational
projects and the need for a more efficient produc-
tion of quality courses stimulates the development
of new instructional design approaches.

Improving quality in distance, flexible and
ICT-based education turned out to be a priority
for most institutions in developing countries,
where the digital divide is just one of the many
challenges. UNICAMP was established in 1966,
as a public university funded by the State of
Sdo Paulo, Brazil, and today 87% of its 1,736
professors are full time and 96% have at least a
doctoral degree. The University has the largest
percentage of graduate students in Brazil and is
responsible for 12% of the master’s and doctoral
theses in the country. UNICAMPis one of the most
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distinguished Brazilian academic institutions and
seeks to contribute to solving social problems,
through education and research, as well as through
services to the community at large. The University
accounts for 15% of'the total scientific production
in Brazil and manages projects both in technology
development and in technology education. In the
last years, the Graduate Programs obtained the
best evaluation among Brazilian universities by
the National Coordination for the Improvement
of Graduate Professionals (CAPES).

The incorporation of the best methods and
practices is now mandatory in order to achieve a
balance among time, cost, scope, quality, risk and
customer satisfaction (Mulcahy, 2006). Improving
quality and productivity standards in an organiza-
tion is a difficult challenge; especially because
it is also difficult for people to accept changes.

Change is a transformation, a modification,
an alteration, a variation or a deviation. It is a
transition from one state, condition, or phase to
another. Never before the world has changed so
fast with such a continuous intensification. In
the field of education, massive change comes
from ever-advancing technology such as personal
digital assistants (PDAs) and interactive digital
television (iDTV), suggesting that learning how
to better manage change is an important goal to be
achieved. A better MoC would enhance the chances
of increasing organizational efficiency and ef-
fectiveness even when changes are attempted.

The literature on MoC (Bates, 1999; Conner,
1993; Frame, 1994) indicates that there is a basic
axiom according to which individuals operate:
life is most effective and efficient when people
move at a speed that allows them to appropri-
ately incorporate changes, absorbing them with
minimum dysfunctional behavior. In education,
what happens when teachers are overwhelmed by
more change than they can absorb? The answer
could be fatigue, frustration, or apathy resulting
from prolonged stress, overwork, or intense ac-
tivity. This phenomenon is referred to as Burnout
Syndrome (Carlotto, 2002). The seriousness of
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this syndrome tends to get higher in the field of
education as additional pressure is put on teachers
to learn how to teach under new paradigms such
as those of technology-based education without
appropriate preparation through specific train-
ing. The unsuccessful management of change
may cause the display of dysfunctional behavior,
a fact that may bring a decrease in the quality
of education.

This way, this study also discusses how to
apply the concept of change to projects involv-
ing multimedia use and/or production. The many
changes under consideration when the focus is the
massive use of technology could be too drastic
or too threatening to institutions and individuals,
demanding the determination of the level of resil-
ience that exists among the key people involved.
The main intent of such approach would be the
application of correctresilience principles to build
up the basic strength in individuals, thus prevent-
ing problems rather than dealing with them after
they arise. In other words, steps taken early in the
project prevent problems later on (Mulcahy, 2006).

According to Wirick (2009), traditional project
management has its roots in Engineering and it
was originally viewed as a discipline useful for
large-scale projects with many details to be orga-
nized and tracked. Engineering is seen today as a
synonym of Innovation, in special for providing
technological solutions that affect not only daily
work and entertainment, but education as well.
Project portfolio management of multimedia
production and use emerges today as a challenge
both for the enrichment of traditional classroom
based teaching and for distance education offer-
ing. In this way, this chapter intends to answer the
following question: “Which are the fundamental
aspects to be considered in the management of
projects on educational multimedia production
and use?”

A possible solution for the central question
mentioned above is expressed by the following
proposition: “A scientifically studied set of man-
agementtools and techniques may be identified as

a central element to be considered in the manage-
ment of projects of multimedia production and/
or use, in this way increasing the success odds
of educational projects.” As a consequence, this
research presents a proposal of a project manage-
ment model for digital content production and use.
The model, the methodology and the implemen-
tation will be named EduPMO, an abbreviation
of “Educational Project Management Office”.
Therefore, the model, the methodology and the
implementation should be understood as related
but independent entities. This interdisciplinary
investigation involves different topics, going
from metadata and interoperability to intellectual
property and process improvement.

After a brief literature review on background
topics, this study presents some aspects of a
large-scale educational multimedia production
project (MEC, 2007). The project is presented
in a scenario where the authors recognize the
significant interplay between the fields of project
management (PM) and knowledge management
(KM). This scenario suggests a potential synergy
(Regsdell, 2006) between project teams and social
networks derived from the KM arena, known as
communities of practice (CoPs). Based on this
scenario, a framework is presented and discussed.

BACKGROUND

A framework for multimedia production manage-
ment should be based on different methods and
practices in an interdisciplinary perspective that
may include: (1) business analysis and require-
ments engineering; (2) pedagogy and instructional
design; (3) technical aspects of multimedia pro-
duction; (4) project management (PM); (5) pro-
gram and portfolio management; (6) knowledge
management; (7) management of change (MoC);
(8) maturity models and process improvement;
and (9) intellectual property and innovation. In
this way, a brief literature review on part of the
background topics is presented in this section.

241



Greenfield (2004) defines a software factory
as a “development environment configured to
support the rapid development of a specific type
of application” (p. 1). As this author proposes,
software factories promise to change the charac-
teristics of the software industry by introducing
patterns of industrialization. In the same way,
a multimedia factory would be a development
environment configured to supportthe rapid devel-
opment of different types of digital media, which
may include audio, video, software or hypertext,
among others. While a mature software factory
would intend to have high levels of code reuse, a
mature digital multimedia factory would intend
to reuse as many parts of products as possible. As
a tendency, future may present increasing cases
of systematic family-based product development,
with product line practices getting better under-
stood both in the software industry and in the
educational digital multimedia industry.

Previous works discussed the specificities
of new tools for multimedia use on e-learning
(Amorim & Machado & Miskulin & Miskulin,
2009) and presented potential advantages and
disadvantages of multimedia usage in Brazilian
education (Amorim & Silva, 2009; Amorim &
Pires & Ropoli & Rodrigues, 2004). The follow-
ing paragraphs intend to form a basis from which
to start a discussion that involves multimedia
production and/or use.

New tools for e-learning require the production
of educational multimedia. For many reasons,
this production is still a challenge in developing
countries. As to people with accessibility needs,
the occasional use of assistive technologies and
adaptive strategies to access the Web, for example,
is an additional challenge that cannot be ignored
while producing multimedia products to users geo-
graphically dispersed in a continental country like
Brazil. As aconsequence, the production of audio,
video, software and hypertext to be published
on and used via Internet portals has to consider
metadata standards like the IEEE Standard for
Learning Object Metadata or the Dublin Core
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Metadata Standard. In this study, metadata should
be understood as data describing data, resources
or multimedia content. From this perspective, the
Resource Description Framework, which uses
the eXtensible Markup Language (XML) as its
encoding syntax, is of special relevance since it
intends to be a foundation for processing metadata
while stimulating interoperability among applica-
tions on the Web.

The need for representing and transporting
metadata in a manner that maximizes the interop-
erability of independently developed web servers
and clients is evident and brings additional steps
to the production of multimedia. Due to that, the
educational multimedia production process in
large-scale projects must properly define quality
standards to be reached that involve not only peda-
gogical, but also technical aspects that interfere
with the project management (Mulcahy, 2006).

In large-scale PM with people who communi-
cate electronically, the use of the best methods and
practices for communication managementin virtu-
al groups turns out to be of greatimportance. While
considering the role of ICT (Hustad & Munkvold,
2006), a comparison of different organizational
groups, like Community of Practice, Knowledge
Network, Workgroup and Team, would suggest
that the former supports the creation and main-
tenance of distributed communities, and is the
choice of ICT because it is user-friendly and ef-
ficient. For a Knowledge Network, the occasional
linking of different knowledge networks together,
implementing boundary practices through ICT
initiated by management, would contrast with a
Workgroup. In a Workgroup, characterized by a
high degree of formality and a membership man-
dated from job descriptions and organizational
hierarchy, the distributed workgroups depend on
ICT for interaction purposes aiming at fulfilling
organizational objectives. For a Virtual Team,
where the degree of formality is high, there is a
dependency on ICT for creating a shared space
and for coordinating and performing common
tasks with team members selected by management.
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Since a Community of Practice (CoP) tends to
be informal, or to have a low degree of formality,
in a context of self-selected assignment and vol-
untary participation, it tends to be the best option
for educational multimedia production groups
that necessarily consist of professionals with
complementary profiles. On the other hand, joint
enterprises and the subsequent mutual engagement
are not necessarily in favor of a shared repertoire
or a common vocabulary for communication
(Mulcahy, 2006), which intensifies the interplay
between the fields of PM and KM. According to
Regsdell (2006), the reference material to compare
CoPs and project teams should be taken from the
Second-Generation Knowledge Management
Movement, which emphasizes the discussion of
human and social factors with special interest in
the generation of new knowledge. This perspective
would contrast with the so-called First-Generation,
for which the focus would be technological is-
sues related to knowledge management. In the
production of educational multimedia, where
there is a need for transcending disciplines and
bring in different perspectives, resources should
be used to cope with new situations and to create
new knowledge.

With the objective of communicating electroni-
cally in virtual groups, it is necessary to move into
a new way of interacting to better use ICT. This
transition would be just one more stressing fac-
tor in a world where changes are more and more
dynamic (Bates, 1999; Frame, 1994). A discussion
on the intensification of change would involve,
according to Conner (1993), seven fundamental
issues: faster communication and knowledge
acquisition; a growing worldwide population;
increasing interdependence and competition;
limited resources; diversifying political and reli-
gious ideologies; constant transitions of power;
and ecological distress. Dueto this intensification,
the ability to successfully manage change has
become one of the most important skills needed
for personal happiness and organizational prosper-
ity. The negative response to change may come

in the form of resistance. Different models exist
in the literature (Conner, 1993). The emotional
response may go from a passive to an active
state, from stability to immobilization, to denial
and to anger. Other phases may include bargain-
ing, depression, testing and acceptance. On the
other hand, the positive response to change may
involve atleast five phases: uninformed optimism,
informed pessimism, hopeful realism, informed
optimism, and completion.

While considering the intensification of
change not only in the world in general, but in
education as well (Bates, 1999), resilience may
be understood as the ability to recover readily
from illness, depression, adversity, or the like.
One can enhance resilience (Conner, 1993) by
understanding the basic mechanisms of individuals
resistance, viewing resistance as a reaction to the
disruption of expectations, interpreting resistance
as a deficiency of either ability or willingness,
encouraging and participating in open expressions
of resistance and understanding that reactions to
change may be managed. This study argues for
applying the concepts of MoC to projects in order
to better prepare the stakeholders involved for the
innumerous transitions to happen.

The training of teachers is quite fundamental
in a context where their students would be getting
prepared to deal with adynamic environment while
taking advantage of mechanisms that would boost
resilience from a micro to a macro environment.
A more detailed study on teacher training in edu-
cational technology in the context of large scale
projects may be found on Amorim & Machado
& Miskulin & Miskulin (2009).

LARGE SCALE MULTIMEDIA
PRODUCTION

In order to make it easier for people with dis-
abilities to use the Web, some organizations have
developed guidelines, like the World Wide Web
Consortium’s Web Accessibility Initiative. As
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far as education is concerned, guidelines for ac-
cessibility of Web sites, browsers, and authoring
tools should receive special attention due to the
need for including students with disabilities in the
Information Society. There are general require-
ments for Web access by people with physical,
visual, hearing, and cognitive or neurological dis-
abilities to be considered. As to the production of
multimedia for public High Schools in Brazil, to
be discussed in this section, the requirements for
Web access, prioritized by the government, were
related to visual and hearing disabilities.

In 2007, there was a request from the Brazil-
ian government for large-scale research project
proposals for the production of educational
multimedia (MEC, 2007), involving different
Brazilian organizations, especially Universities. In
UNICAMP, proposals in three different fields were
approved and the projects planned the creation
of 875 multimedia products of four types: audio
for digital radio, video for digital TV, educational
experiments based on hypertext and software
with animations and simulations. Researchers in
UNICAMP saw these projects as a way to influ-
ence High School teaching in Brazil with potential
pedagogical innovation stimulated by accompany-
ing teachers’ guide for each product. According
to the original request for proposals, with a total
budget of 75 million reais, approximately 40
million dollars, the guides should consider the
possibility of having students with visual and/or
hearing impairment in the classroom, a fact that
could make the production of this material even
more challenging.

Large-scale projects on educational multimedia
production are especially important to a public
institution like UNICAMP, since it represents a
way to involve both graduate and undergraduate
students in multidisciplinary groups where new
knowledge may be created while considering the
characteristics of the Brazilian population. The
experience is a way to develop human resources
in new professional areas and to conduct inter-
disciplinary research, which includes aspects of
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management, technology and pedagogy as well.
The content would come from the three different
High School teaching subjects, in previously ap-
proved proposals, namely: Biology, Mathematics
and Portuguese. The technology for the production
of material, on the other hand, would come from
the research areas of arts, languages, semiotics,
audio, video, software, and many others. As to
management, research turned out to be necessary
on how to properly plan, execute, monitor and
control the project process, with an integrated
change control that should compile data from
many sources to generate spreadsheets with
budget control and timetables. The multitude of
professional profiles turned the interaction into a
defying time-consuming objective.

The need for transferring information and
knowledge while carrying out the project was an
additional aspect to be considered in the forma-
tion of a scenario where the authors identified the
relevant interplay involving the fields of PM and
KM. As mentioned before, this scenario suggested
a potential synergy (Regsdell, 2006) between
project teams and CoPs. According to Kisielnicki
(2006), the communication system within the team
significantly influences its effectiveness, with
the key question to be answered being: “What
conditions does the project leader need to create
in order to maximize the positive and minimize
the negative aspects of teamwork?” Without pre-
senting decisive conclusions, the author advocates
the hypothesis that the network communication
system, where the communication among all
members is direct and cross-divisional, provides
the most effective solution for the management of
information technology projects. The author also
expresses that the ideal research would require
the same team to replicate the same project twice
with the only difference being the communica-
tion method. Since all projects are unique, the
conclusions of this and related research should
be based on estimates.

Among the many challenges for this project, the
first one was related to the proposals themselves,
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since the group of researchers at UNICAMP
involved in the projects had almost no previous
experience in preparing project proposals. Another
challenge would be the possibility of extending
the 18-month duration, originally stated in this
request for proposals (MEC, 2007), to more than
two years, without increasing the budget. In this
case, human resources management asked for
additional monthly incomes that were planned
for eighteen months only, a situation where the
desired increase in duration was limited by the
budget constraint. One of the challenges was the
integration of subprojects on Biology, Mathemat-
ics and Portuguese, a difficult task that would
eventually bring benefits, such as the transfer of
knowledge (Paquette, 2006) across these three
communities that should respect the same tech-
nological requirements, to say the least.

Paquette (2006) defines a community of cre-
ation as: “a community of practice where mem-
bers mainly focus on the sharing and generation
of new knowledge for the purpose of creating
new ideas, practices, and artifacts (or products).
They can be legitimized through involvementin a
company-sponsored product development effort,
or may be informal through various practitioners
with similar experience and knowledge meeting,
and new innovations arise from this interaction”
(p. 73). The author also indicates that technolo-
gies may expand the horizon of observation that
a participant can monitor by allowing for the
identification of additional knowledge sources.
For the author, sharing asks for the flow of knowl-
edge to be two-way through process, structural,
or social means.

From the perspective that an organization is
a community made up of smaller communities,
the close alignment of CoPs with organizational
strategies may increase their functional contri-
butions. Understanding safe enclaves as being
shared electronic and non-electronic social spaces
that allow for underlying views to be expressed,
Paquette (2006) suggests that CoPs may provide
safe enclaves from organizational social-political

pressures, a fact that would eventually encourage
further knowledge sharing. This additional way of
sharing is fundamental in a large-scale educational
multimedia production project since the many
smaller communities must interact somehow to
find better solutions to problems at hand.
Ensuring the presence of a truly collabora-
tive culture brings many challenges in terms of
communication management, KM and MoC with
virtual group building. Smith (2006) believes in a
people-centered approach to KM in which CoPs
provide a practical solution for the nurturing of
collaborative relationships. With the intention
of guaranteeing a greater chance of success on
large-scale projects for educational multimedia
production, where there may be conflicting de-
mands of cost, scope, quality, etc., establishing,
facilitating and supporting CoPs is a relevant
topic to be researched. Based on this scenario, a
framework is proposed in the next section.

FRAMEWORK PROPOSAL

Accordingto Archer (2006), the growing complex-
ity in products, services, and processes requires
more specialization and collaboration among the
people involved. At the same time, orchestrating
the involvement of groups asks for equilibrium
in differentiation and integration. The author
believes that CoPs “can create both codification
and personalization channels to distribute knowl-
edge and support learning” (p. 22) once they have
a defined objective and scope. This way, tacit
knowledge that is personal, context-specific, and
hard to formalize and communicate would eventu-
ally be transformed into documents that could be
replicated in order to benefit all those involved
in a certain project. The author also confirms
that KM is related to management in general, in
activities like learning and innovation, bench-
marking and best practice, strategy, culture, and
performance measurement.
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Thus, this chapter suggests a framework for
the management of projects on educational mul-
timedia production and use that may benefit on
the use of Internet based CoPs. The framework
will be named EduPMO, an abbreviation of
“Educational Project Management Office”. It
has three components, the model, the methodol-
ogy and the implementation. The components
should be understood as related but independent
entities. In this way, in order to create a system
of classification, the fundamental aspects to be
considered in the model were divided in nine
dimensions, as follows.

In such a model, the dimensions are divided
in two categories: implicit and explicit. The ex-
plicit dimensions are directly expressed, in total
or in part, to the different people participating on
projects. The implicit dimensions, on the other
hand, still affect the work of the teams, but they
are not directly expressed to them since these
dimensions represent a set of strategies used
by the managers and the educational project
management office to manage projects. Despite
the obvious interrelationship between the nine
dimensions, they were divided into four explicit
dimensions and five implicit dimensions in order
to facilitate the understanding and the use of the
processes involved.

The first dimension, or D1, is the content
dimension, and refers to the appropriate under-
standing of the fundamental project requirements
involved, in special in terms of the content to be
considered on multimedia production and/or use
(IIBA,2009; IEEE, 1990). The second dimension,
or D2, is the pedagogical dimension, and refers
to the teaching and learning aspects involved
(Lee & Owens, 2000; Lynch & Roecker, 2007;
IEEE, 2001). The third dimension, or D3, is the
technological dimension, and refers mainly to the
processes related to the technical requirements of
products to be produced and/or used (Fernandes
& Teixeira, 2004; Porto & Souza & Ravelli &
Batocchio, 2002; Trindade & Ochi, 2006). The
fourth dimension, or D4, is the management
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dimension, and refers to knowledge areas known
as project integration management, project scope
management, project time management, project
cost management, project quality management,
project human resource management, project
communications management, project risk man-
agement and project procurement management
(PMI?, 2008; Kerzner, 2006). The implicit dimen-
sions go from D5 to D9, as follows.

The fifth dimension, or D5, is the strategic
dimension, and refers to meeting the specific
strategic objectives through the centralized
management of several portfolios and programs,
which may include identification, prioritization,
authorization, management and control of the
projects (PMI®, 2008; PMI¢, 2008). The sixth
dimension, or D6, is the knowledge dimension,
and refers to essential aspects to produce an ef-
fective management of knowledge, like harvest-
ing, selection, configuration, dissemination and
application (Nonaka, 1998; Hansen & Nohria &
Tierney, 1999). The seventh dimension, or D7, is
the change dimension, and usually refers to the
management of transitions related to the project
itselfor in the way in which the teams work (Bates,
1999; Conner, 1992). The eighth dimension, or DS,
is the maturity dimension, and refers to process
improvement (Harrington & Conner & Horney,
1999; Harmon, 2007). The ninth dimension, or
D9, is the rights dimension, and refers to aspects
involving innovation management and intellectual
property (Moskowitz, 2006; Brasil, 2008).

Foreach dimension, processes may be present-
edthrough a description and/or adiagram depicting
the activities and/or tasks to be performed, with
indications of inputs and outputs of the processes
together with tools and techniques useful to the
implementation of the process. Template docu-
ments focused on multimedia production and/or
use may be presented for the processes, in a way
that six artifacts would be available to managers
and/or to the management team for each process:
(1) description; (2) diagram; (3) inputs; (4) outputs;
(5) tools and techniques; and (6) template docu-
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ments. In general, the processes would be generic
but the template documents would be specific to
the type of project under consideration.

In the proposed framework, there are 199
processes to the nine dimensions: 32 processes
for D1, 6 processes for D2, 8 processes for D3, 42
processes for D4, 64 processes for D5, 5 processes
for D6, 5 processes for D7, 31 processes for D8
e 6 processes for D9.

The methodology from the framework refers
to the implementation of the model and has three
phases per D-I-A cycle: (1) “D”, or Design; (2)
“I”, or Implementation; and (3) “A”, or Assess-
ment. The methodology may be applied for one
or more projects of the organization. The design
phase should consider the context of the proj-
ect in order to determine what is possible to be
implemented in the short, medium and long terms.
After the design, the implementation phase will
implement the short term plan and then assess the
results in order to bring about elements for the
next D-I-Acycle. Inanunder graduation course of
eight semesters, for example, at least eight D-I-A
cycles would be possible, with assessment phases
at the end of each semester in order to propel
continuous improvement.

The first phase, “D”, or Design, would have
the following fundamental activities: (i) identi-
fication by the educational project management
office of the methodology components to be
implemented in the organization while consider-
ing the context of the moment, which may include
the definition of the relevant dimensions and
the development of glossaries, guides, etc., as a
way to define standards and practices; (ii) plan
the life cycle processes, an activity that implies
on defining the useful processes for each dimen-
sion, with description, diagram, inputs, outputs,
template documents, tools and techniques to be
used; (iii) select the platform that will facilitate
the methodology implementation; (iv) if needed,
elaborate a formal written document detailing the
management office operation during the specified
cycle, with objectives, cost, scope, schedule, etc.

The second phase, “I”, or Implementation,
would have the following fundamental activi-
ties: (i) training of the project manager by the
management office; (ii) plan in detail of the
transition (change) in the way of working in order
to improve the management of the project under
consideration; (iii) training of the project team by
the project manager or by the management office,
in this way facilitating the transition (change)
in the way of working in order to improve the
management of the project under consideration;
and (iv) execution, which may include actions
going from starting the use of new software to
the implementation of a series of processes of a
specific dimension.

The third phase, “A”, or Assessment, would
have the following fundamental activities: (i)
assess the implementation while considering the
detailed planning of the transition (change) in the
way of working in order to improve the manage-
ment of the project under consideration; (ii) sug-
gestpossible actions forthe next D-1-A cyclein the
specific project being considered; (iii) search for
improvement opportunities on the methodology
based on the assessment of the implementation;
and (iv) suggest possible reviews on the life cycle
processes, which implies on possible reviews on
descriptions, diagrams, inputs, outputs, template
documents, tools and techniques.

In this perspective, the D-I-A cycle will be
used continuously as a way to allow the improve-
ment of the methodology based on the different
assessments happening in each project. Inparallel,
different cycles could happen in the same project
in the perspective of improving its management
during its execution. As a consequence, the
improvements tend to happen more often and
according to a planed schedule. This context
tends to favor the use of contributions from both
the managers and the teams with the potential to
affect the organization as a whole.

Aspreviously stated, the suggested framework
for the management of projects on educational
multimedia production and use may benefit on
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the utilization of Internet based CoPs. In order
to create a platform for the educational project
management office that incorporates Internet
based CoPs, itwill be presented an implementation
proposal focused on the use of free software and
free Internet services like portal hosting. Despite
the factthata free portal hosting sometimes comes
with limitations of disk space and data transfer,
this platform could be an appropriate starting point
for the development of the educational project
management office in an organization.

The implementation, in this perspective, refers
to the orchestration of the use of different kinds
of free software through an Internet portal that
represents the platform of the management of-
fice. The intent is to have an alternative solution
based on the Web for situations in which there is
no budget available for infrastructure, in special
software and hardware. This solution may work
as a support system for anyone interested on the
management of educational projects since it would
allow the access both to the EQuPMO Framework
and to related CoPs. This environment may be
useful for the exchange of experiences between its
users and for the collection of important informa-
tion on how to improve the framework.

Anadditional objective refers to the discussion
oftheresults of the utilization of free software and
free Internet services in differentkinds of projects.
In this way, for each dimension a set of Web pages
would be needed for the artifacts of the processes:
descriptions, diagrams, inputs, outputs, template
documents, tools and techniques. Due to the fact
that the proposed framework should be useful for
different kinds of projects related to multimedia
production and/or use, the processes tend to be
generic while the template documents would
be more focused. It’s important to emphasize
that the template documents should be properly
adapted according to the specificities of the project
being considered.

Considering a total of 199 processes for the
nine dimensions, the portal would need a mini-
mum of 199 Web pages. The platform should also

248

EDUPMO

have specific forums to discuss the applicability
of the dimensions of the model. In special, the
Portuguese language should be preferred for a
Brazilian audience but the English language could
be used in a version of the platform focused on
the international audience. The free access should
be preferred and the creation of similar platforms
could be suggested to the users.

FUTURE TRENDS

Dagger et al. (2007) discuss core challenges to
achieve information interoperability in next-
generation Web based platforms. For greater
interoperability, environments must exchange
both the information’s syntax and its semantics
while creating frameworks and standards to sup-
port plugability. The authors believe that “service
composition will let these e-learning platforms
dynamically discover and assemble e-learning
services to achieve a givenuser’s specific purpose”
(p. 30). This way, next generation systems will
support targeted personalization, with services
interoperating to contextualize the content and
activities of an e-learning experience in which
multimedia will be available on demand.

Artificial intelligence based performance sup-
port systems, in a context of digital convergence
and ubiquitous computing, may allow greater
customization of the interface and easier com-
munication for virtual groups. Electronic Perfor-
mance Support Systems (EPSS) will have their
importance increased with time since knowledge
workers need access to data, information and
knowledge all the time and everywhere (Rossett
& Schafer, 2006). It is expected that an LMS will
interface with the EPSS to supply the knowledge
base and/or multimedia content.

For students with disabilities, the potential
customization of multimedia products according to
the student profile may enhance the access to these
products, bringing education to a new standard
of more democratic access. Due to the fact that
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technologies like the Internet provide the access
to portals for an international audience, research
is needed on metadata solutions for the automa-
tion of translation of interface and documents,
eventually allowing teachers and students from
one country to access products of other countries
even when the original language of the product is
another one. An example of a Dublin Core meta-
data based portal with international content is the
“Banco Internacional de Objetos Educacionais”
(http://objetoseducacionais2.mec.gov.br/), or “In-
ternational Bank Educational Objects”, the same
one where the 875 multimedia products will be
from 2010 on. This portal uses the DSpace open
source platform which is available for free and
can be downloaded from the sourceforge open
source software repository.

While discussing software mass customization
and supply chain formation, Greenfield (2004)
suggests that the software factory vision will be
developed gradually within several years. One
of the reasons would be that software factories
are based on the “convergence of key ideas in
systematic reuse, model driven development, de-
velopment by assembly and process frameworks”
(p. 1). The synthesis into an integrated approach
is new, but may benefit organizations in differ-
ent ways. The multimedia factory, as a proposal
based on the concept of software factory, is a new
paradigm that demands further research; particu-
larly, if the characteristics of the educational field
are considered.

CONCLUSION

The production of quality educational multimedia
content involves considering both its publication
and its use, keeping in view aspects ranging from
metadata standards to teachers’ guides. The com-
plexity of large-scale projects demands methods
to bring order through planning while avoiding
the turbulence (Wirick, 2009) propelled by the
combination of the speed at which projects are

required to produce results and the many obstacles
that managers have to deal with.

This chapter presented part of the behind-
the-scenes work of a large-scale project on the
production of educational multimedia. The sce-
nario showed a significant interplay between the
fields of PM and KM, which suggests a potential
synergy between project teams and CoPs. Based
onthis scenario, a framework was discussed while
a computational implementation based on free
software and the Web was proposed.

Researchers onissues and trends in technology
project management in education organizations
may benefit from the perspective presented in this
chapter, which considered a project in a Brazilian
University, faced with many challenges while
producing quality educational multimedia. The
implications for technology in education eas-
ily justify the research on this interdisciplinary
research field.
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KEY TERMS AND DEFINITIONS

Community of Practice (CoP): KM social
network that tends to be informal, or to have alow
degree of formality, in a context of self-selected
assignment and voluntary participation.

Framework: abasic conceptual structure used
to solve or address complex issues; values, as-
sumptions, concepts, and practices that constitute
a perspective of viewing reality.

Management of Change (MoC): manage-
ment methodologies to prevent, predict, track,
estimate impacts of changes on a system.
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Metadata: may be understood as data describ-
ing data, resources or multimedia content.

Multimedia Factory: based on the concept
of software factory, it would be a development
environment configured to support the rapid devel-
opment of different types of digital media, which
may include audio, video, software or hypertext,
among others; while a mature software factory
would intend to have high levels of code reuse, a
mature digital multimedia factory would intend
to reuse as many parts of products as possible.

Project Management Office (PMO): an
organizational entity that performs certain project-
focused functions like resource allocation, admin-
istrative support, control, and project management
methodology development and training.

Resilience: may be understood as the ability to
recoverreadily fromillness, depression, adversity,
or the like in a context of impacting change.

Software Factory: development environment
configured to support the rapid development of a
specific type of application.
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ABSTRACT

Latent Semantic Analysis (LSA) or Latent Semantic Indexing (LSI), when applied to information retrieval,
has been a major analysis approach in text mining. It is an extension of the vector space method in informa-
tion retrieval, representing documents as numerical vectors but using a more sophisticated mathematical
approach to characterize the essential features of the documents and reduce the number of features in
the search space. This chapter summarizes several major approaches to this dimensionality reduction,
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shows how the constructs and products of LSA applications can be made user-interpretable and reviews
applications of LSA beyond information retrieval, in particular, to text information visualization. While
the major application of LSA is for text mining, it is also highly applicable to cross-language information
retrieval, Web mining, and analysis of text transcribed from speech and textual information in video.
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INTRODUCTION

A vast amount of information exists in text form,
suchas free (unstructured) or semi-structured text,
including many database fields, reports, memos,
email, web sites, blogs, and news articles. Various
web mining and text mining methods have been
developed to analyze textual resources. Latent
Semantic Analysis (LSA) (Deerwester, Dumais,
Furnas, Landauer, & Harshman, 1990), or Latent
Semantic Indexing (LSI) when it is applied to
document retrieval, has been a major approach
in text mining. It is an extension of the vector
space method in Information Retrieval (Salton,
Wong, & Yang, 1975), using a mathematical
approach to represent documents as numerical
vectors but with a more sophisticated means of
characterizing the essential features of documents
and reducing the number of dimensions needed to
describe documents to a manageable size. There
have been several major approaches to address
this dimensionality reduction, each of which has
strengths and weaknesses. A major challenge in
using LSAis thatitis typically considered a black
box approach that makes it difficult to understand
or interpret the results. However, more recent
research has not only overcome this challenge,
but also demonstrates that the use of LSA extends
beyond information retrieval and text document
clustering to become a major player in the area
of text information visualization. This chapter
will summarize the major approaches to LSA,
their strengths and weakness, as well as recent
breakthroughs and advances and applications
beyond information retrieval.

Text mining has adopted certain techniques
from the more general field of data analysis,
including sophisticated methods for analyzing
relationships among highly formatted data, such
as numerical data or data with a relatively small
fixed number of possible values. Such techniques
can expose patterns and trends in this type of data.
Text mining can identify relationships between
individual unstructured or semi-structured text
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documents, as well as more general semantic
patterns across large collections of such docu-
ments. Latent Semantic Analysis, like many other
methods of text mining, depends on the twin
concepts of “document” and “term.” As used in
this chapter, a “document” refers to any body of
unstructured or semi-structured text. The text may
include the entire content of a document in the
general sense, such as a book, an article, a paper,
or the like -- or only a portion of a document, such
as an abstract, a paragraph, a sentence, or a title.
Ideally, a “document” describes a coherent topic.
In addition, a “document” can be the text field
of a database, or encompass text generated from
an image or graphic, or it may be text recovered
from audio or video formats. We will use the term
“document” in this general sense.

A document can be represented as a collection
of “terms,” each of which can appear in multiple
documents. Typically, a “term” consists of an
individual word used in the text. However, a
“term” can also include multiple words that are
commonly used together, for example, “landing
gear”, or even consist of a string that need not
appear explicitly in the text but rather result from
token normalization or standardization. Token
normalization will be discussed further below.

In vector-based methods of text data analysis,
after a suitable set of terms has been defined
for a document collection, the collection can be
represented as a set of vectors. With traditional
vector space methods, individual documents are
treated as vectors in a high-dimensional vector
space in which each dimension corresponds to
some feature of a document, typically a term. A
collection of documents can thus be represented by
atwo-dimensional matrix A of features (terms)
and documents. In the typical case, the value of
each matrix entry is the number of occurrences
of that term in the specified document, or some
weighting or principled transformation of that
number. LSA, as an extension of the vector space
method, involves methods of transforming A by
various means, €.g. singular value decomposition
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(SVD) in the case of ‘classical’ LSA, which typi-
cally attempt to provide a more sophisticated set
of features that better capture the latent seman-
tics of the documents. We discuss various such
matrix decomposition techniques below in much
more detail.

Intherest of'this chapter, we begin with amore
in-depth discussion of the vector space method
as background to LSA. In the main body, we
describe the various mathematical approaches to
the dimensionality reduction that is the core of
LSA, followed by adiscussion of how to deal with
the addition of new documents and the removal
(archival) of old documents (subspace updating
and downdating). Then we address the problem
of providing user interpretable semantics to the
constructs of LSA, and we survey several major
application areas using LSA. In the last section,
we point out what we see as the future work in
LSA which would most likely have the highest
impact in practical applications.

BACKGROUND

As noted above, the vector space model of text
that underlies LSA requires that documents be
converted into sets of discrete features, typically
words or some word-like unit. This requires pars-
ing of the text string into tokens (tokenization),
followed by normalizing tokens (optional), and
finally selection of the final features from the
results. A “token” identifies a basic unit of text,
e.g. aword or term. A token will typically include
letters, numbers, hyphens, periods (e.g. “3.5”,
“boeing.com’), apostrophes (e.g. “N’Djamena”),
slashes (e.g. “a/c” for “aircraft”), or “@”, which
would be part of email addresses. Normalizing
tokens is the process of unifying variants of the
same term. Normalization of tokens can include
lower or upper case, hyphenation (“database”,
“data-base”, “data base’’), numbers (“1,000” and
“10007), abbreviation/acronym expansion, known
synonym substitution, stemming or lemmatization

(e.g.unifying singular and plural nouns or various
verb forms by reducing them all to their stem or
basic form), spelling normalization, thesaurus- or
ontology-based substitutions (e.g. generalizations
like “car” to “vehicle’), multiword terms (“landing
gear”, “New York™), or named entity normalization
(e.g. “L.A.”/”Los Angeles”, “President William
J. Clinton”/“Bill Clinton”). Finally, there may be
some selection of the normalized tokens, typically
inthe form ofremoval of what are called stopwords
(e.g. prepositions, pronouns, and exclamations)
which typically contribute little or no information
about the topics of the documents. Selecting the
best set of “terms” to represent a given docu-
ment generally will depend upon the particular
document, or a collection to which the document
belongs, as well as the specific goals of the text
analysis activity.

The tokenization phase generates a list of terms
for each document which will serve as features
representing the document. These features need to
beassigned numerical values. The initial values are
typically the frequency of a token in a document
or text unit. These values are usually normalized
or weighted. They are frequently divided by the
length of the document and may be multiplied by
a weight reflecting the importance of the token
in the entire document set (e.g. inverse document
frequency). A vector is then constructed for each
document or text unit whose elements are the
weighted frequencies of all the terms that have
been selected for the entire document collection.
Note that any given document will only contain a
fraction of those terms, therefore, at least before
weighting, the vector will be very sparse (contain
mostly zeros). A term-by-document (z-by-d) ma-
trix A is then formed with the document vectors
as the columns. (see Figure 1a).

The number of terms for even a small corpus
of documents will be very large, in the thousands
or tens of thousands. The first step toward making
this manageable for computation and analysis is
to reduce the number of features (the dimensions
ofthe vector space). In the traditional vector space
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Figure 1. a) lllustrative example of “vector space method” b) Matrix in a projected to the top two di-
mensions found by SVD and projected back into word or term space

Term-Doc Matrix A,
DOC1 DOC2 DOC3 DOC4 DOC5 DOC6  QUERY
Apache 15 0 10 0 12 0 1
AH-64 0 10 20 0 19 0 0
Eagle 0 0 0 15 0 12 0
Rotorcraft 25 22 10 0 15 0 0
F15 0 0 0 12 0 9 0
54 ? X} B
Term-Doc Matrix B,
DOC1 DOC2 DOC3 DOC4 DOC5 DOC6  QUERY
Apache 1098 912 857 0 902 0 1
AH-64 1108 921 865 0 9n 0 0
Eagle 0 0 0 1514 0 1182 0
Rotorcraft 3171 1664 0 1752 0 0
F-15 0 0 0 1182 0 9.2 0
[} K 1] 4

model this amounts to making a radical reduction
in the number of terms used. This reduction is
accomplished by ranking the terms by their
likely importance in information retrieval, for
example by term frequency times inverse docu-
ment frequency (tf-idf) or by information gain
(Salton & McGill, 1986). Only the top few hundred
terms are retained.

By representing documents as vectors in a
feature space, similarities between documents can
be evaluated by computing the distance between
the vectors representing the documents. A cosine
measure is commonly used for this purpose, but
other distance measures can be used.

Figure 1a is a simple example of a “vector
space” representation of a small document col-
lection to illustrate information retrieval using
the vector space method. We have deliberately
simplified the example for the purpose of illus-
tration, treating each document as if it contained
only two or three terms. In this example, the
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whole collection contains a total of five distinct
terms or words. Each document is represented as
a vector of term frequencies of these five terms.
For example, the term “Apache” occurs 15 times
in Document 1, 10 times in Document 3, and 10
times in Document 5, but does not occur in Docu-
ment 2, 4 and 6 (i.e. 0 times). The collection as a
whole is represented as a matrix whose columns
are the document vectors and whose rows represent
the terms. In a real application, it is common to
apply additional “statistical transformations™ to
accentuate the importance of certain terms while
downplaying others based on the distribution of
term frequencies, but we will ignore thathere. After
the document setisrepresented as a term frequency
matrix, the query is also represented as a vector. In
this example, the query term is “Apache”, so the
query vector has a 1 in the entry corresponding
to that term, and 0 everywhere else. The distance
(e.g. cosine) is then calculated between the query
vector and each of the document vectors. In this
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case, Documents 1, 3 and 5 will be picked out
as ‘close’ to the query. However, we would miss
Document 2, since it does not contain the term
“Apache”, even though it contains the term “AH-
64” which is another name for the Apache. If we
have that knowledge beforehand, we could make
them synonyms. However, in many cases, we do
not have that information a priori, and sometimes
terms can be ambiguous and the meaning is only
clear in context. These are some of the biggest
challenges the vector space method faces.

The advantages of the vector space method are
thatitprovides a simple and principled representa-
tion of documents and queries, can accommodate
many variations appropriate to different document
collections, and has been shown to perform rela-
tively well in information retrieval applications.

Unfortunately, by radically reducing the num-
ber of terms used, the vector space method throws
away a great deal of information that differentiates
documents; and, in addition, itignores the fact that
some of the words that are retained may be highly
correlated with each other; so keeping them all
as separate features is redundant and inefficient.
These are some of the weaknesses that the LSA
method addresses. In addressing these, it goes
beyond the mere comparison of documents with
respect to the words they contain and, at least to
a certain degree, characterizes the underlying, or
“latent”, semantics of the documents.

LSA: EXTENDING THE
VECTOR SPACE MODEL

LSA takes a different approach to dimensionality
reduction. Instead of simply eliminating some
of the terms, it transforms them, creating new
dimensions by combining terms. It does this
in such a way that terms that tend to occur in
similar contexts (e.g. synonyms) will tend to be
mapped to the same dimension in the new space.
The effects of a term in a document is moderated
by the other terms that it occurs with, to some

degree mapping different senses of the same term
to different dimensions and helping to solve the
problem of term ambiguity.

More generally, the approaches used for this
type of dimensionality reduction usually generate
dimensions or features that better represent the
meaning of the document than the original terms,
going beyond the problems of term synonymy
and ambiguity. Whole clusters of semantically
related words will tend to get mapped to the
same dimension. For example, not only will
“car” and “automobile” tend to be mapped to the
same dimension, but “wheel”, “brake”, “driver”,
“steering” etc. will similarly tend to be mapped
to this dimension. Therefore, the end product of
the dimension reduction is areduced vector space
model of a text collection that captures much ofthe
conceptual structure underlying the terminological
variability present in the source documents. After
the initial dimensionality reduction operations,
typically on the order of 50 to several hundred
dimensions are retained and the text documents
are represented in terms of these. In this form,
they are suitable for a number of useful applica-
tions, including document search and clustering,
term clustering, text visualization, and a number
of specialized applications.

To illustrate how LSA works, consider Figure
1b, the result of applying SVD (a type of LSA
transformation) to the matrix in Figure laand then
selecting the top two dimensions. To illustrate the
effect on the terms, we have projected the result
back into word-space. You will notice that the
second document no longer has a zero in the cell
for Apache but rather 9.1242. This is because
it shares words with other documents that have
large values for Apache, i.e. “AH-64" and “rotor-
craft”. Now a query with the term “Apache” will
also retrieve the second document, even though
the word, “Apache” does not actually occur in
that document.
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Different Approaches

Next, we survey some of the different mathemati-
cal approaches thathave been proposed to perform
the transformation and combination of dimensions
that capture the latent semantics. The basic idea is
to approximate the larger space defined by the full
set of terms and documents with a much smaller
space that preserves the essential characteristics
of the full space. This will allow us to perform
analyses on very large document collections
with reasonable response times on readily
available computers.

Singular Value Decomposition

The traditional LSI uses singular value decompo-
sition (SVD) to obtain these dimensions. First, a
term-by-document matrix 4 is composed whose
columns consist of all the document vectors con-
structed as described above. SVD is based on the
fact that any matrix 4 can be decomposed into the
product of three matrices:

A=ULV,

where U, whose rows represent the terms, and V,
whose rows represent the documents, are ortho-
normal (that is, the columns of U and V, the left
and right singular vectors, respectively, are of
length 1 and are mutually orthogonal), and X' is
a diagonal matrix whose elements are weighting
factors (called the singular values) in decreasing
order. The number of nonzero singular values in
2 is the rank of 4. Since the singular values are
ranked in decreasing order, 2 can be truncated to
justthe top ksingular values, which will effectively
reduce the dimensionality of the space that the
document vectors occupy to & (typically 50 to a
few hundred). The resulting matrix is called 4,:

4, =Ug Zk Ve
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where U, and V, consist of the first & columns of
Uand V,respectively and 2 is the k-by-k diagonal
matrix containing just the top & singular values.
A, has the property of being the best possible
k-dimensional match to the original matrix 4, in
the sense that it minimizes the sum of the squared
errors. That is, it minimizes the Frobenius norm
of the difference between the original matrix A
and its approximation A, |

”A N AkHF

where the Frobenius norm is the square root of the
sum of the squares of the elements of the matrix
(at least for real-valued matrices).

The matrix U, canserve asabasis of ak-dimen-
sional subspace, with the columns of U, serving
as the basis vectors of that space. Therefore, all
documents can be projected onto this reduced
vector space, and a new k-by-d document matrix
A be defined as

A=U'A"

SVD produces a result essentially identical to
Principal Components Analysis (PCA) (Jolliffe,
2002), except that the latter presupposes that the
document vectors are centered on the origin (i.e.
that the column average is subtracted from the
value of each cell).

Bartell, Cottrell, & Belew (1992) point out
that LSA using SVD is a special case of Multidi-
mensional Scaling.

Text Representation Using Subspace
Representation (TRUST)

Most LSA applications do not really make refer-
enceto the principal components as such, butrather
to the subspace that the top principal components
span or determine. In fact, some applications,
such as visualization, really need to provide the
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user with more flexibility in choosing the basis
vectors used to display the documents.

Emphasizing the importance of subspace rather
than the particular basis chosen to represent it,
TRUST proposes to use a two-sided orthogonal
decomposition which produces left and right
orthogonal matrices similar to an SVD, but the
remaining middle matrix is no longer required
to be diagonal (Booker, Condliff, Greaves, Holt,
Kao, Pierce, Poteet, & Wu, 1999).

Two common algorithms for computing sucha
factorization are the rank-revealing URV and ULV
decompositions (R is upper triangular and L is
lower triangular). In particular, the rank-revealing
URYV decomposition of a matrix A4 has the form

A=URV,,

where U and V have orthogonal columns, and R
is upper triangular and has the same numerical
rank (the maximal number of linearly independent
rows or columns in the matrix) as matrix 4 (i.e.
rank(R) = rank(4)). The algorithm consists of an
initial triangular factorization (such as the QR
decomposition from linear algebra) followed by
a rank-revealing post-processing step. These de-
compositions resemble SVD that provide reliable
estimates for the numerical rank and the desired
subspaces, and are often used in solving rank-
deficient least-squares problems. Then, a rank-k
approximation of 4, 4,, is defined as:

A, =URJV/,

K Kk’

where U, and V, consist of the first & columns of
U and V, respectively and R, is the k-by-k sub-
matrix of R consisting of the first £ elements of
the first £ columns. Therefore, all documents
can be projected onto the reduced vector space
formed by U,. That is, a new k-by-d matrix 4
(with the documents represented in terms of the
k dimensions rather than the original t terms) can
be obtained as

A=U"4.-

k

Semi-Discrete Decomposition (SDD)

There are also methods that will form a subspace
based onasetofnon-orthogonal vectors, each with
their own advantages. The semi-discrete decom-
position (SDD) (Kolda & O’Leary, 1998) was first
introduced for image processing applications. The
SDD approximates a matrix as a weighted sum
(all positive weights) of outer products of a set of
vectors whose components only consist of -1, 0,
and 1. The k-term SDD of the term-by-document
matrix has the form:

d o0l
0d 0|y i
4, = [xl X, 'xk] C : y:2 = XkaYkT = ZdixiyiT7
A ~
00 d |y

where the components of x, and y, all belong to the
set {-1, 0, 1}, and d, is a positive number for all
i. The vectors x, and y, and scalars d, are chosen
to minimize the Frobenius norm deviation of 4,
from A4:

4-4]..

Since there is no guarantee of linear indepen-
dence of x,and y, the rank of 4, might be less than
k, thus it is called a k-term approximation. There
arenoreduced document vectors formed explicitly,
but the memory space required for saving x and y,
isrelatively small compared to the original matrix
A. The information retrieval task is performed
directly on 4,. Since the components of x, and y,
are either -1, 0, or 1, SDD requires little memory
space to save the matrices X, and Y,, using bits
rather than the double-precision data type.
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Concept Decomposition

The concept decomposition method (Dhillon
& Modha, 2001) assumes all documents can
be partitioned into £ disjoint clusters using the
spherical k-means algorithm, which is based on
cosine similarity, rather than Euclidean distance.
For each cluster, its concept vector is computed
by normalizing the centroid or mean vector of the
cluster. For example, let m, be the centroid of the
cluster Sj, and n(Sj) be the number of documents
in cluster Sj, thus

")

i aES/.

The concept vector of this cluster is obtained as

mj
C. =7
J

J

2
s0¢; isofunitlength. Since all clusters are disjoint
and decided by the angles between document vec-
tors, their centroids are linearly independent of
each other. Therefore, the t-by-k concept matrix C=
[c,c, ... ¢,]is of rank k. There is no guarantee that
this set of basis vectors is orthogonal, but it tends
toward orthogonality. In addition, unlike the case
of SVD, the concept vectors are usually sparse.
The concept decomposition is a rank & least-

squares approximation of 4 onto the column space
of the matrix C. It is defined as

where the k-by-d matrix 4 minimizes ||A — 4,

2
Itis well-known that there is a close-form solution

to this problem and

A=(C'C)y'C"4
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The matrix 4 is a new representation of all
documents in a reduced-dimension space.

Random Projection (RP)

The theory (Johnson & Lindenstrauss, 1984)
behind the random projection method maintains
that if points in a vector space are projected onto
a randomly selected subspace of suitably high
dimension, the distances between the points are
approximately preserved (Hecht-Nielsen, 1994;
Kaski, 1998; Papadimitriou, Raghavan, Tamaki, &
Vempala, 2000). Let the matrix 4 be the original
term-by-document, £Xd matrix. Then the projected
matrix 4 is defined as

where R is arank-krandom matrix with unit-length
columns and k<<t

The columns of R are not required to be or-
thogonal. Therefore, the choice of the random
matrix R is one of the key points of interest. The
elements r, of R are often Gaussian distributed
or in much simpler distribution such as (Achli-
optas, 2001)

+1 with probability 1/ 6
ro= \/g 0 with probability 2 | 3
—1 with probability 1/ 6

This simpler form results in further computa-
tional savings for practical applications.

The main advantage of applying random
projection in dimensionality reduction process-
ing is that its computation is relatively simple
but still preserves the distance between original
data. However, it should be noted that random
projection is only useful in situations where the
distances in the original high dimensional data are
meaningful. Furthermore, its performance can be
highly unstable (Bingham & Mannila, 2001). As
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the high dimensional data are projected to a low
dimensional subspace, different random projec-
tors may project data onto different subspaces.
This may lead to different clustering results, and
sometimes the differences between results can
be very dramatic.

It is noted that the text retrieval performance
of RP in the reduced subspace was always infe-
rior to that in the original space. In contrast, the
retrieval effectiveness of LSI is often better in
the projected subspace. In (Vinay, Cox, Wood,
& Milic-Frayling, 2005), Vinary et al. showed
that despite the attention random projection has
received in other applications, in the case of text
mining it is outperformed by PCA (which is es-
sentially the same as SVD).

Non-Negative Matrix
Factorization (NMF)

Non-negative Matrix Factorization (Paatero &
Tapper, 1994; Lee & Seung, 1999; Pauca, Shahn-
az, Berry, & Plemmons, 2004; Berry, Browne,
Langville, Pauca, & Plemmons, 2006; Shahnaz,
Berry, Pauca, & Plemmons, 2006) has recently
been shown to be a very useful technique in ap-
proximating high dimensional data where the data
are comprised of non-negative components, and
the low rank approximations are further required
to be comprised of non-negative values in order to
avoid contradicting physical realities. Given the
original non-negative term-by-document matrix 4
and a positive integer k<min{t,d}, NMF is to find
two reduced-dimensional non-negative matrices
W and H of dimension ¢k and kxd, respectively,
to solve the optimization problem

min|4 WHH2 .
F

The product of W and H is an approximate
factorization of rank at most &, and is called a
non-negative matrix factorization of 4, although
A is not necessarily equal to the product WH.

Each column of W contains a basis vector while
each column of H contains the weights needed
to approximate A.

The NMF problem can also be formulated as
a minimum I-divergence problem (O’Sullivan,
2000)

min Z Z log

-4, +(WH),

i=l j=1 ),]
that can be solved by alternating minimization
procedures (Finesso & Spreij, 2006).

Since the term frequencies in text mining
are non-negative, the NMF gives a more direct
interpretation than PCA due to non-subtractive
combinations of non-negative basis vectors. The
strengths of NMF also include better scalability
asm,n, kincrease, and possibly faster computation
time than SVD.

Important challenges affecting the numerical
minimization of NMF include the existence of
local minima, and perhaps more importantly the
lack of aunique solution which can be easily seen
by considering WXX'H for any non-negative
invertible matrix X . Since XX is the identity
matrix, WXX'H is the same as WH, however,
WX is not the same as W nor is X''H the same
as H. Moreover, the optimization formulation of
NMF does not guarantee sparsity in the factors
of A and the sparsity depends on specific NMF
algorithms that impose additional constraints to
the optimization problem (Kim & Park, 2006).

Probabilistic LSA

Probabilistic latent semantic analysis (PLSA)
introduces a probabilistic model for the analysis
of documents. PLSA was developed by Hofmann
(1999, 2001) to introduce a more principled sta-
tistics based approach to document analysis. In
contrast to LSA which decomposes the term-by-
documentmatrix using SVD, PLSA uses amixture
decomposition derived from a latent class model.
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The mixture components are multinomial random
variables that can be thought of as concepts or
topics. This probabilistic model can be used as
the basis for information retrieval, clustering, and
classification of documents.

Beginning with a term-by-document matrix,
PLSA introduces hidden (or latent) class variables
in modeling the joint probability distribution of
terms and documents. Hofmann estimates the
conditional probabilities of the latent classes using
the Expectation Maximization (EM) algorithm
and calls these class-conditional multinomial
distributions “factors” (Hofmann, 1999, 2001).
The conditional probabilities of terms given docu-
ments can be expressed as convex combinations
of the factors (i.e. a weighted sum of the factors,
where the weights are non-negativeand sumto 1).
Advantages of this approach include clear proba-
bilistic meanings of the factors and the ability to
use statistical theory in selecting the dimension-
ality of the model space. Disadvantages include
increased computational complexity and that the
EM algorithm may find only a local maximum
of the likelihood function.

PLSA reveals groups of related terms that
describe factors and can distinguish between dif-
ferent meanings or senses of the terms, thus the
factors represent concepts. The factors also allow
for identification of concepts in documents using
synonyms based on similar term correlations. In
this framework, each word is generated by asingle
topic, and documents are collections (mixtures)
oftopics. This framework does allow for multiple
concepts to be assigned to documents.

Blei, Ng, & Jordan (2003) point out that this
representation is incomplete in that it provides no
probabilistic model at the level of documents and
that the number of parameters in the model grows
linearly as the number of documents increases,
which is prone to overfitting. It also does not
provide a clear way to assign probabilities to new
documents. They point to latent Dirichlet alloca-
tion (LDA) as away to overcome these limitations.
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LSA Using Lanczos Vectors

Implementations of LSA mainly rely on matrix
decompositions, predominantly the truncated
SVD described above. This computation becomes
infeasible for large document collections since it
is very demanding both in terms of floating-point
arithmetic operations and computer memory re-
quirement. In(Chen, & Saad, 2009), two divide and
conquer strategies were proposed to alleviate these
difficulties. The algorithms recursively divide
the data set using spectral bisection techniques,
separately perform relevance analysis on each
subset, and merge the partial analysis results to
form the query response. The two strategies differ
in how the data set (the term-document matrix) is
partitioned. In addition, the relevance analysis on
each subsetis performed with the Lanczos vectors
instead of singular vectors to reduce the compu-
tational cost. It is well known that the Lanczos
procedure is often preferred for computing the
SVD of a large sparse matrix, and it is shown in
(Chen & Saad, 2009) that using Lanczos vectors
is an effective replacement of the singular vectors
for dimensionality reduction. Since all computa-
tions and relevance analysis can be performed in
parallel, the divide and conquer approaches are
attractive for analyzing large problem in a parallel
computation environment.

Combining LSA with the
Vector Space Model

Choosing an optimal dimensionality reduction
parameter k for each application remains elusive.
Optimal £ value is typically in the range of 100-
310 (Deerwester et al., 1990, Dumais, 1992). In
(Kontostathis, 2007), Kontostathis reported that
the SVD exploits higher order term co-occurrence
in a collection and the term relationship informa-
tion can be found within the first few dimensions
of the SVD. It was demonstrated that good query
performance on a variety of collections can be
achieved by using only the first 10 dimensions, if
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itis combined with a standard vector space query.
A convex combination of LSA and vector space
model, named EDLSI, was proposed and query’s
relevance analysis was computed by

og’ 4, +(1— g 4

where 0<a <1 and q is the query vector.
Discussion of Various Approaches

Since PCA is a cornerstone of most of the LSA ap-
proaches, we will use Figure 2 to further illustrate
how PCA works. Imagine a document collection
with only three terms and each document is plotted
in this 3-D term space based on each document’s
term frequencies. The First Principal Component
is the line (or the direction) that accounts for
the most variability in the data set. The Second
Principal Component is the line (or the direction)
that accounts for the second most variability in
the data and is orthogonal (i.e. perpendicular) to
the First Principal Component. In this illustra-
tion, we project the data set from 3-D to the top
2-D principal component space. In a real data
set, we typically project from tens of thousands
of dimensions (the number of terms) down to
about 100 dimensions. Here is an analogy. If we
want to project the shadow of an outstretched 3-D
human hand on the wall (which would make it a
2-D object) in a way that preserves the most in-
formation about the shape of the hand, the shadow
(projection) would preserve the length and width
of the hand at the expense of the thickness in order
to show the fingers and thumb. Intuitively, what
PCA does is to automatically and mathematically
identify how we can make a projection of a high
dimensional data set that preserves most of the
information while leaving out most of the ‘noise’
or minor variation in the data. In a text data set,
the ‘noise’ is the variation in the user’s choice of
words to express the same concepts. One could
call the same helicopter “Apache” or “AH-64”,

but the context provided by the rest of the words
in the documents would allow us to identify these
related terms mathematically through PCA.

Most of the discussions of various matrix
decompositions tend to focus on the mathematical
and computational features of each decomposition
or on how well it approximates PCA. For ex-
ample, SDD tends to use a lot less storage space
than SVD, whereas SVD is the only algorithm
that accurately reproduces Principal Component
Analysis. However, Principal Component Analy-
sis assumes the underlying data distribution to be
Gaussian, and term frequency distributions in
document collections clearly do not follow a
Gaussian distribution. Therefore, there is no
theoretical reason to believe that SVD would
necessarily provide the best solution.

There have been a couple of attempts to pro-
vide a generative probabilistic model of natural
language semantics or topics that would explain
why LSIworks so well. Papadimitriou, Raghavan,
Tamaki, & Vempala (2000) model a topic as a
probabilistic distribution over words and provide
a rigorous proof that LSI will find these (in the
limit). However, their model has several unrealistic
constraints, such as that each document be only
aboutasingle topic and that topics be characterized
by non-overlapping sets of words. Ding (2005)
proposes a model where the probability of a
documentis based on its similarity to k “character-
isticdocuments” and with a few assumptions about
the shape of the distribution (including one that
makes it look rather like a mixture of Gaussians),
they show that LSI with SVD produces the optimal
Maximum Likelihood solution for parameters for
the model. They avoid some of the restrictions of
Papdimitriou et al. (1997), but make a number of
assumptions in constructing their model, including
the quasi-Gaussian assumption.

Ultimately, the best choice is the one that best
matches one’s application requirements. Given the
variation among document collections in terms
of size and number of documents and variability
in vocabulary and style and the lack of a model
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Figure 2. lllustrative example of “Principal Component Analysis”

1. Center axes

2. Find principal components

describing these different features, any bench-
mark test of these different matrix decomposi-
tion methods using a standard data set (e.g., the
Reuters data set (Lewis, 1997)) can at best only
be suggestive about performance on one’s own
data. On the other hand, if visualization is an
important application requirement, itis likely that
an orthogonal decomposition would be preferable
because otherwise the visualization would mislead
the user regarding distances between documents
in different locations in the subspace.

Updating and Downdating

Many applications need to work with non-static
data sets. New data comes in, sometimes needing
to be represented in near real time, and old data
may need to be archived. In situations like this,
there is a need to modify the subspace that has
been generated based on an initial set of data.
While one can always rerun the whole decompo-
sition and thus incorporate the new data into the
subspace representation, this is impractical when
the application needs to work with changes in
the data in near real time. A subfield of LSA has
come into existence to solve exactly this problem
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(Berry & Fierro, 1996; Simon & Zha 1997; Cho,
Pierce, & Wu, 2000).

First, we will discuss a special case. In some
situations, the new data are on topics similar to
those of the existing text collection. We can treat
each of the new documents in the same way
we process a query-by-example: simply project
the new document onto the existing subspace
and then add the projected information to the
existing collection.

Ul |4 a|=
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This method is called folding-in.

Folding-in is computationally efficient;
however its accuracy may degrade very quickly.
In the adaptive folding-up algorithm (Mason &
Spiteri, 2008), a measure of the accumulated er-
ror based on the loss of orthogonality in the right
singular vector is monitored to determined when
the folding-in process has lost the accuracy so
that a more accurate updating algorithm should
be applied.

It is also possible to use this approach to
measure how well the new document fits into the
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existing subspace. For example, if the new docu-
ment vector is almost orthogonal to the existing
subspace (which we determine by comparing it to
its projection in the subspace), we would know that
it does not share the major topics of the original
document collection.

When it is determined that many new docu-
ments do not fit into the existing subspace, it is
necessary to run an updating algorithm. What an
updating algorithm needs to do is to represent the
new features resulting from the new documents in
the existing k-dimensional subspace without add-
ing any more dimensions. In order to do this, the
algorithm will have to adjust all the dimensions
of the subspace and still maintain orthogonality.
Mathematically, the algorithm needs to run fast
in order to meet the near real time requirements.
However, there are a couple of major challenges
that make this task very difficult. (1) The matri-
ces representing the documents and terms in the
subspace (U and V) are both dense. Many of the
nice features that sparse matrix computation can
take advantage of are no longer available (or at
least not in a straightforward way.) (2) From the
application’s point of view, it is not usually easy
to determine how to add in the new information.
For example, new documents can be added in one
at a time, or they can be added in as a group (or,
mathematically, as a block) of n at a time. The
decision could have a profound impact on the new
subspace representation. When they are added in
one at a time, the algorithm is trying to adjust the
subspace based on the new features of each new
document, and in essence gives each individual
new document a lot of ‘weight’ in changing the
subspace. On the other hand, when they are added
in as a group of n at a time, all the features in
each group of documents will be ‘synthesized’
and looked at together, and thus make a different
level of contribution to the new subspace. Usually,
there is no easy way to determine which is better,
or the proper size of the block.

Downdating deals with the reverse situation,
when we wantto archive documents, the subspace

needs to be modified to represent a subset of
the original documents collection. Intuitively, it
would seem that this is an easier task than updat-
ing. However, in fact, it is just the opposite. Not
only would downdating need to face the same
challenges updating would, as described above, it
has an even harder challenge. We need to remove
the features representing the set of documents we
intend to archive from the subspace, but maintain
the number of dimensions and, at least in the cases
where orthogonal decompositionisused, maintain
their orthogonality. If this is to be done purely
on the k-dimensional representation, without ad-
ditional information from the original data set, it
in essence requires us to uncover new features
from the already compressed representation. This
makes it an even harder task than updating. On
the other hand, if the algorithm needs to revert
to additional information saved during the initial
subspace representation process, or the updating
process, it would be challenging to make the algo-
rithm faster than a complete re-run of the subspace
representation. Itis alsonotclear what information
should be saved by the original decomposition or
the updating process that is the most useful and
most condensed in order to successfully fill this
gap. The subject of downdating thus still remains
an open research topic.

LSA and User-Interpretable Meaning

As noted above, one of the criticisms of LSA ap-
proaches was that the semantics was all “latent”:
the user was unable to interpret what the various
constructs meant or why it was returning a particu-
lar response to a query. In this section we begin
to address solutions to this problem, and further
extensions are addressed in the application sections
on Text Summarization and Text Visualization.
Bookeretal. (1999) have pointed out that each
dimension in the latent semantic space generated
by URV corresponds to a weighted average of
the frequencies of all the terms in the data set (or
some weighted or transformed version of those
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frequencies), and therefore give the importance
of those terms in that dimension. Documents
containing words with large positive weights on
that dimension will tend to fall toward one end of
the dimension and documents containing words
with large negative weights will tend to fall near
the other end. Note that whether a set of words
is at the negative pole or the positive pole of a
particular dimension does not mean anything other
than they form contrasting sets for that dimension.
Althoughall terms are involved in the weighted av-
erage for each dimension, only a handful of terms
account for much of the variability. Therefore, a
few terms with large positive or negative weights
essentially characterize the contrast expressed by
that dimension. So the semantics of each basis
vector generated by URV (or SVD or, in fact, any
orthogonal decomposition) can be characterized
semantically as expressing a continuum between
two poles, with each pole represented by a set of
words. This ability to determine the meaning of
the basis vectors becomes especially important
in visualization applications, where the user may
want to know more than which documents are
similar or dissimilar, but also how they are dis-
similar. The section on Text Visualization below
elaborates on this, suggesting how the user can
not only select from the basis vectors provided
by TRUST as dimensions of visualization, but
also create new axes for the visualization system
based on the latent semantic space.
Subsequently, other work has used a similar
approach; for example, both work on probabilistic
LSA (Hoffman, 1999, 2001) and Non-Negative
Matrix Factorization (Amy Langville, personal
communication) have suggested that, since all
document vectors in those two approaches are
non-negative, the basis vectors can be character-
ized by a single set of words rather than multiple
sets of words in the opposite poles in SVD or
TRUST, where vectors can have both positive
and negative components. On the other hand,
the PLSA and NMF approaches do not result in
orthogonal basis vectors which may impede the
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user’s interpretation of the relationships between
documents in a visualization system.

Documents and clusters of documents can also
be characterized by the words (or, more correctly,
terms) of natural language. Booker et al. (1999)
point out that the document vectors in the latent
semantic space with reduced dimensionality can
be projected back into the original term space,
where the dimensions correspond to the terms in
the original document set (see Figure 1b for an
example of this projection and back-projection).
They refer to the terms with the largest weights
as topic words, since they will characterize the
topics of the documents. Depending on the length
of the document, and the centrality of its terms to
the topics of the whole collection, many of these
terms may actually occur in the document. How-
ever, their weights will be modified (up or down)
depending on the other words in the document, and
words that do not occur in the document will also
show up as topic words if the terms it is correlated
with appear in the document. For example, in an
analysis of comments in an employee survey,
a short comment “Give more COLA” (where
“COLA”means “Costof Living Adjustment”) the
topic word assigned by TRUST was “benefits”.
This way of assigning natural language terms in
the form of topic words to documents can serve
as a useful summarization and can be leveraged
into more extended sentence or paragraph based
summarization, as discussed in the section on Text
Summarization below.

Finally, topic words are especially useful in
summarizing groups of documents, in particular
groups that form convex clusters in the latent
semantic space (Booker et al., 1999). In this
case, the centroid of the cluster can be treated as
apseudo-document and its topics words extracted
just as if it were an actual document. This set of
topic words will characterize the set as a whole,
since only words that tend to be associated with
all of the documents in the latent semantic space
will have a large weight; those that only character-
ize a few of the documents will be cancelled out
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by the low or negative value those words have
for the other documents. An added advantage
of this is that the centroid of a cluster is often a
by-product of the clustering algorithm and need
not be calculated separately, as for example in
k-means (Hartigan & Wong, 1979).

APPLICATIONS
Information Retrieval

One of the primary goals of any representation
of a corpus is that it be searchable. We would
like to submit a query and have returned to us
those documents which are most relevant to the
given query. In traditional vector space and LSI
methods, a query is treated as a pseudo-document
and can be represented as a vector ¢ of length z.
Like columns of the term-by-document matrix
A, each component of query vector ¢ records
the occurrence of the corresponding term in the
query. Then, an information retrieval system
will assign a score between the query vector and
each of the document vectors and retrieve the set
of documents which are closest to the query. A
common method used to compute the score vector
(of length d) is to measure the Euclidian distance
or the cosine of the angle between the query and
document vectors.

However, in some cases, a query could be
another document like those in the original corpus
(you may wish to retrieve similar documents),
while in other cases, the query may only consist of
a few terms (keywords). An information retrieval
system can be undermined by naively treating a
query with keywords as a pseudo-document. For
example, a query vector resulting from a few key-
words contains only a few nonzero components;
hence, distance calculations may be polluted by
each document’s entries for terms that are not of
interest. When a user queries by terms, the terms
in the documents that are not present in the que-
ries should be treated as “don’t care”; we would

like the distance metric to be less influenced by
these terms. On the other hand, when queries are
treated as pseudo-documents, it is assumed that
the proportion of term frequencies in the query
is significant, and the absence of certain terms
means those terms should occur at a lower-than-
average frequency in the returned documents.
Also, if there is more than one keyword, the dis-
tance calculations may penalize a document for
disproportionate use of the keywords. Therefore,
it is important to distinguish these two types of
queries: query-by-example and query-by-term
(keywords), and associate them with different
scoring methods (Holt & Wu, 2001).

A query-by-example (or document-query)
ranks the columns of 4, by a score which reflects
each column’s proximity to a given query vector
in term space. It focuses on document-document
comparison and analysis. The query vector needs
to be processed in the same way as the documents
used to generate the original subspace, includ-
ing the same normalization weighting. While a
document-query requires a document-document
comparison, a term-query focuses on term-doc-
ument relationships. Note that the approximation
A, has already accounted for the semantics latent
in the document collection. Thus, if we want
a score vector for a term-query consisting of a
single term, we could directly pick out the cor-
responding row of 4, and read off the entries as
scores for the documents. This process suggests
a different scoring formula from the traditional
LSI approach that treats all queries as pseudo-
documents since we do not apply preprocessing
to the query vector. The term-query is treated as
a selection of terms rather than as a document.
For queries with multiple keywords, those rows
of 4, corresponding to the keywords are picked
out and synthesized into a score vector, typically
using a weighted sum, where the weights reflect
the importance of the term in the whole set of
documents (e.g. tf-idf).
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Document Classification

Text classification is one of the major applications
of text mining. Some view Information Retrieval
asasub-case of text classification, with two classes
—relevant and not relevant to the query. However,
while in text classification it is usually required to
identify what class or classes each text document
belongs to, in information retrieval, only a certain
number of relevant documents are required to be
identified and returned to the user.

LSAhasnotenjoyed tremendous success inthe
text classification area. The general approach of
LSA is to represent each document in the collec-
tion with respect to its relationship to the overall
most dominant topics in the collection. Individual
details and variations are treated as ‘noise’and are
not represented. If the text classification task is to
identify what classes each document belongs to,
based onthe overall dominant topics of each docu-
ment, LSA would provide a good representation
for this task. However, in most applications, the
requirement is rather different; it is important to
identify a document as belonging to a class even
when only a relatively small portion of the docu-
ment contains information related to this class. In
the latter case, LSA would be a poor fit.

In terms of text classification algorithms,
k-nearest neighbors (k-NN) (Dasarathy, 1991)
is likely the most natural choice. Text classifica-
tion is a form of supervised learning. Typically,
it requires sample data representing instances
of each class. Using the combination of an LSA
representation and k-NN, we can simply find the
k documents in the subspace that are closest to
the document in question, and calculate a ‘vote’
from the £ nearest documents. If a certain number
of them within a certain distance belong to Class
Cl1, this document will be assigned as belonging
to Class C1. The distance calculation is identical
to how LSA would handle a query. £-NN itself,
unlike other classification algorithms, does not
require a training phase (the phase where the
machine learning program figures out what fea-
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tures to use and how to combine them to predict
each class based on the sample data). However, in
practice, there are serious challenges in applying
this combination of LSA and £-NN as a text clas-
sifier. One major challenge is its ability to handle
high dimensional data. Text data inherently has
very high dimensionality, even working in the
reduced LSA subspace (typically 50 to several
hundred dimensions). Two documents can be
close in some of the dimensions while not close
in other dimensions in the same subspace. The
search space for the &-NN algorithm can be very
large when the document collection is sizable, and
there is no known greedy algorithm or indexing
procedure that can speed up the search.

Others have attempted to combine LSA with
Support Vector Machines (SVMs) for text clas-
sification. SVMs (Vapnik, 1995) perform classi-
fication by finding a hyperplane that maximally
separates members of aclass from non-members in
another, typically high-dimensional, feature space.
There are two important aspects to SVMs: the
hyperplane is as far from the closest members and
non-members as it can be (it creates a maximum
margin between them) and the high-dimensional
feature space is generated using a kernel. A ker-
nel is a function of the two input elements that
directly calculates their similarity (inner product)
inthe higher dimensional space without explicitly
transforming them into the higher dimensional
vectors. Joachims (1998) suggests that SVMs
are a good fit for text classification, because, text
has a large number of features (words) and SVMs
implicitly avoid overfitting, a common problem
when using a large number of features. Joachims
just uses words as the features and does not take
advantage of LSA. Cristianini, Shawe-Taylor, &
Lodhi (2002) show how LSA can motivate a “latent
semantic kernel” that takes advantage of word
correlations and can be used in SVMs as well as
be combined with other kernels (e.g. polynomial
or radial basis function). While their theoretical
work is very clear, the empirical results are not
overly impressive. Gliozzo & Strapparava (2005)
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discuss Domain Kernels that use the strength of
association of words with different semantic do-
mains to enhance text classification with SVMs.
Although word-to-domain mapping can be done
manually, they propose to use LSA to do it, re-
sulting in something very similar to Cristiani et
al.’s latent semantic kernels. Asservatham (2008)
further proposes a “weighted semantic kernel”
with a global semantic space defined from local
concepts by extracting the co-occurrence relations
between words by employing LSA locally within
each class. Compared to the Domain Kernel which
uses a global LSA approach, his kernel shows
potential improvement in classification accuracy
with the price of additional cost in computing
each local LSA.

Document Clustering

Clustering, unlike classification, is a type of
unsupervised learning. It does not include a
training phase and does not use sample data to
identify features which best represent each class
and separate this class from other classes. Text
clustering aims to identify the natural groupings
(i.e. clusters) in the document collection, this is
particularly useful where there are no predefined
classes (or categories) or samples for each class.
Even when there are existing classes with sample
data, they often are incomplete. For example, in
viewing an actual document collection, one class
may contain too many instances and would need
to be further broken down. In cases like these, text
clustering is very useful way to get information
organized. However, as an unsupervised learn-
ing method, there is no standard to evaluate the
results against. There is a wide array of clustering
algorithms, each with its particular behavior to
capture specific kinds of “nearness”. The choice
of a clustering algorithm will depend on the users
specific analysis needs and the nature of their data.
Text clustering allows users to identify groups of
documents that are close to each other. Combined
with summarization techniques, it allows users

to identify what topics are being discussed in the
document collection and which documents are
similar to each other. In the rest of this section,
we will not go into further discussions on various
clustering algorithms. Readers are encouraged
to consult various books on clustering such as
(Kaufman & Rousseeuw, 2005; Hartigan & Wong,
1979). We will focus on the interaction between
LSA and text clustering.

Given there are no pre-identified classes and
no sample data for each class, and no clear way
of identifying features in the document collec-
tion, LSA becomes a natural choice to provide
a principled and condensed representation of
the text data. LSA does not require users to pre-
select the words of interest (which are features for
clustering algorithms to consider), and it does not
require a ‘training phase’ to identify the correct
features. It can automatically find a lower dimen-
sion projection (which means fewer features for
clustering algorithms to consider), and it provides
a good representation of the major topics of the
document collection. Once the data is represented
using LSA, different clustering algorithms can
be used to do the text clustering, flat partitioning
algorithms such as k&~-means, or hierarchical cluster-
ing algorithms such as S-Link, or density-based
clustering algorithm (Hinneburg & Keim, 2002)
are all potentially good choices. The decision as
to which one to use should be based on the nature
of the text collection. For example, k-means is
known not to handle outliers well, nor to work
well when the data set has a crescent or other
non-convex shape. However, there is no known
theory that can help us determine what clustering
algorithm would work best on an arbitrary text
collection, whether it is represented by either
the original terms or by the LSA representation.
Text visualization (described in another section
of this chapter) may not shed much light on this
issue either, because techniques such as LSA or
Multidimensional Scaling (Cox & Cox, 2001)
need to be applied to make visualization possible
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and these could obscure the true nature of the
document collection.

Text Clustering itself would not be useful if
no additional insight can be provided for each of
the clusters identified. Text Summarization plays
a crucial role here. If the resulting clusters are
convex, LSA techniques described in the Text
Summarization section of this chapter can be used
to summarize each of the clusters.

Text Summarization

Textsummarization methods are used to provide a
summary view of one text document or a collection
oftextdocuments. There are several ways this can
be accomplished using LSA. One approach is to
summarize a single text document by providing
topic words. These topic words can either be based
on the most important topics in the whole docu-
ment collection, or be based on a user’s specific
query. A second approach is to identify one or
more segments ofadocument (where asegment is
typically a phrase, sentence, or paragraph) which
bestdescribe the document. Since this depends on
the topic words that have been found in the docu-
ment, there are two variants depending on whether
the topic words are obtained from the document
collection or from a user’s specific query. A third
approach is to summarize a group of documents
which have similar topics, typically obtained as a
result of text clustering, by providing topic words.
All of these approaches can be accomplished
using TRUST. In an application, it allows a user
to add the individual term weights based on the
user’s interest, and it supports highlighting of the
relevant terms or most important segments of the
documents in the text display.

To summarize a text document based on
the overall topics in a document collection is a
straightforward process. We mathematically iden-
tify which terms contribute most to the document
projection in the reduced subspace (i.e. find the
topic words of the document as discussed in the
section on LSA and User-Interpretable Meaning
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above). We can use all of these topic words as a
summarization of the document or, if we want to
use just words that are found in the document (for
example, if we want to highlight the words in the
document), we can use the intersection of these
terms and the terms in the document provide a
summary of the document.

To summarize a text document based on a
user’s query, adifferentalgorithmisused depend-
ing on whether the query is by-example (another
document) or by-term (one or more keywords;
see section on Information Retrieval above). If it
is query-by-example, we find the topic words of
the query document, in the same way we did with
the document to be summarized in the previous
paragraph, and then use those which also occur
in the retrieved document as the summary words
for that document.

Ifthe query is a query-by-term, we will exam-
ine the term-by-term symmetrical matrix, U, U Z
, which represents term-term relationships in the
document set and identify the terms that are most
highly related to those terms that appear in the
query. If there is more than one term in our
query, these related terms can be combined by
summing their weights together, possibly with
some kind of weighting like tf-idf that reflects the
differing importance of the various query terms.
Theresulting terms with the largest weights which
also occur in the retrieved document constitute
the summary of the document with respect to the
query-by-term.

Once the most important terms of a document
have been identified, summarizing the document
by one or a few segments of the document is a
straightforward extension. Those segments which
include a preponderance of important terms
(whether measured by the number of topic words
or by the total weight of the topic words, either
directly or relative to the size of the segment)
would be the most central to the document and
therefore provide a reasonable summary.



Latent Semantic Analysis for Text Mining and Beyond

While in theory, one can summarize any arbi-
trary collection of documents by simply adding
all of the term weights for the individual docu-
ments obtained using the method described above,
this would be very time consuming and not very
practical. LSA can be best used to summarize a
set of documents with similar topics, especially
when the set is generated by a text clustering
algorithm which produces ‘convex clusters’ in
the subspace. The k-means algorithm (Hartigan
& Wong, 1979) is a typical clustering algorithm
that is used for this purpose. When the clusters
are convex, LSA can be used to summarize the
centroid of the cluster, which is a by-product of
the k-means clustering algorithm, in terms of
topic words. Although the centroid may not be an
actual document in the collection, it can be treated
as a pseudo-document in the subspace. We can
apply the same algorithm we use to summarize a
document to this pseudo-document and obtain the
summary of the cluster. When the clusters are not
convex (e.g. a crescent shape) the centroid may
be outside of the actual cluster, which would not
work very well as a summarization of the cluster.

Text Visualization

Text Visualization has the advantage of incorporat-
ing a user’s world knowledge at crucial decision
points in conducting analyses without requiring
that knowledge to be added to the system in
advance. It takes advantage of the human cogni-
tive ability to actively use visual cues to guide
the mining process as well as form a quick and
active view of the text collection. In this section,
we describe how Boeing’s text mining algorithm,
TRUST, and Starlight (an information visualiza-
tion system developed at the Pacific Northwest
National Laboratory that employs the TRUST
engine (Risch, Rex, Dowson, Walters, May, &
Moon, 1999)) can be used for text visualization
and analysis.

TRUST’s orthogonal decomposition process
provides a set of orthogonal bases which spans

an n-dimensional subspace, where n is a number
usually between 50 and a few hundred, with the
remaining dimensions eliminated as noise. The
document sets can be projected into this subspace.
Since human eyes can only visualize data in 2D
or 3D, two or three of these n dimensions can
be used as axes for visualization. In our discus-
sion, we will mostly focus on 3D visualization.
However, most of the technical points we address
here apply more-or-less equally to both 2D and
3D visualization. Each document can be viewed
as a point in this 3D space, where closeness in
the 3D space shows the closeness of the topics
covered in these documents (Booker et al., 1999).
"'In this section, we discuss specific features of
visualization using TRUST.

Visualization with Labeled Axes

Traditional LSA is performed using PCA. The
natural choice of axes for 3D visualization would
be the top three principal components. Unfortu-
nately, traditional LSA generates features whose
meaning is not very clear. This drawback becomes
especially pertinent in the case of visualization,
which traditional LSA did not focus on. Compare
the following two diagrams, Figure 3a without
axis labels and Figure 3b with labels automatically
generated by TRUST. TRUST’s representation
supports visualization well.

Toaccomplished this labeling, each dimension
is generated by URV corresponding to a weight-
ed average of the frequencies of all the terms in
the data set. Documents containing words with
large positive weights will tend to fall toward one
end of the dimension and documents containing
words with large negative weights will tend
to fall near the other end. Although all terms are
involved in the weighted average for each
dimension, only a handful of terms account for
much of the variability. Therefore, a few terms
with large positive or negative weights essen-
tially characterize the contrast expressed by
that dimension. So we visually represent the
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dimensions as axes in the visualization space
and label each end of each axis with a small
set of the highest weighted terms, positive or
negative, respectively.’

Thus, TRUST provides a means for repre-
senting the semantics of the various dimensions,
thereby, aiding the analyst in the interpretation
of'the visual representation of the documents and
in selecting alternate views. This is one of the
ways TRUST differs from traditional LSA. Due
to limitations in the display here, Figure 3a and
Figure 3b show only one term each for each end
of each axis. In the actual representation, on each
end of each axis, there is a group of terms with
weights associated, as seen in Figure 3b below
(generated with a different set of parameters).
The axis with the label navigation at one end and
inspection at the other indicates that documents
located further in the navigation direction are more
related to the topic ‘navigation’ and less related
to the topic ‘inspection’.

The labeling helps the users in two ways. First,
it helps them understand the meaning of widely
separated items in the default view consisting of
the top principal components (or approximation
thereof®). Second, with information on each of the
top principal components available to the user,
they have a principled means of selecting other
components as axes of visualization, since the
semantics of the components are provided and
allow them to select axes which will give them
the most insight for their task.

Starlight also uses TRUST to label clusters,
according to the method described above in the
section on Text Summarization. Figure 4 shows
a screendump of Starlight’s representation of a
set of documents with topic words assigned to
the clusters.

Visualizing with User Defined Axes
Because text visualizations in 2-D or 3-D are

projections of a higher dimensional space, it is
possible that none of the principal components
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may provide the best view to separate the data.
Viewing alternate projections may reveal im-
portant patterns in the data. However, while the
top principal components capture the maximum
differences among all the data points, they do
not necessarily show all the relevant structure
in the data.

TRUST addresses this problem by allowing
the user to “customize” his or her own dimen-
sions to be used for visualization. This is an-
other major feature of TRUST which has gone
beyond traditional LSA. Even with this ability to
intelligently choose which dimensions to use in
visualization, there is still another problem: the
most useful semantic dimension may not be any
single dimension provided by the original matrix
operation, butrather some combination of several
ofthese. Consider the data set displayed in Figure
3b. The labeled axes are very useful in helping
the analyst get some idea of the information in
the collection. However, the analyst may wish to
look at the data from some other point of view
(e.g., systems on the airplane). By specifying the
desired axes in terms of three contrasting pairs of
words, Figure 3c is obtained.

Mathematically, once the subspace is defined
through the two-sided orthogonal decomposi-
tion, there is more than one set of bases or axes
that can uniquely define the same subspace. In
visualization, this means we can use different
axes to represent the same set of documents in
the same subspace, and for each set of axes, each
document will be represented by a different set of
coordinates. Using this property TRUST further
allows users to input topics of interest which can
then be used as the axes of the visualization.

First, the coordinates of projected documents
based on the original term space are computed.
Then, a desired axis can be specified as a word or
set of words to characterize one end of the axis,
as two contrasting sets of words to characterize
the opposite ends of the axis, or, more generally,
as any weighted set of words, with both posi-
tive and negative weights. The only restriction
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Figure 3. a) Projection onto top 3 principal components without labels b) Projection onto top 3 principal
components with labels. ¢) Projection onto user selected dimensions
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Figure 4. Starlight uses TRUST to generate summary terms for the documents and clusters
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is that the words must come from the original
set of terms. A vector is then formed from these
words and weights. For example, in Figure 3c,
the vertical vector consists of a “+1” in the com-
ponent corresponding to “air” and a “—1” in the
component corresponding to “flight”, with the
rest of the components implicitly assigned a “0”.
The resulting vector is then projected into the
100-200 dimensional space of the original URV
decomposition, and the documents projected onto
the resulting dimensions.

Cross-Language
Information Retrieval

LSA in conjunction with a multilingual parallel
aligned corpus is a common approach for cross-
language information retrieval (Berry, et al.,
1994, Littman, etal., 1997). A term-by-document
matrix of weighted frequencies is formed from
the corpus; each document consists of the con-
catenation of all the languages, so terms from all
languages will appear in any given document.
This approach has been shown to be useful in
identifying similar documents across languages in
the sense of retrieving the most similar document
in one language to a query in another language.
However this approach has limitations and draw-
backs. LSA has no way to distinguish between
homographs from different languages, and in some
cases this could be problematic, especially when
the homographs have very different meanings in
the different languages. In addition, under LSA
all languages are mixed together in the bag-of-
words approach, languages which have more terms
overall generally account for a higher percentage
of the information in each document.

In (Chew et al., 2007), Chew et al. proposed a
tensor (multi-way array) model and PARAFAC2
factorization as an alternative to vector space
model and SVD-type factorizations in LSA.
PARAFAC2 (Harshman, 1972) is a variant of
PARAFAC (Harshman, 1970) which is a multi-
way generalization of the SVD. In their approach,

an irregular three-way array is formed, each slice
of which is a separate term-by-document matrix
for a single language in the parallel corpus. The
number of documents in each slice will be the same,
but the number of terms will vary by language.
Let 4, denote the term-by-document matrix for the
kth language in the parallel corpus with M, terms
and N documents. The PARAFAC2 algorithm
computes the following decomposition:

A=UHSV".

Here, U, is an orthonormal M, x R factor
matrix for the slice 4,, and H is a nonsingular
matrix of size R x R. A constraint that (U H)
"(U,H) is constant over kis also imposed to ensure
uniqueness. Conceptually, the goal is to compute
something like an SVD for each language such
that V' is the same across all languages, although
for each language k there will be a separate U,
and S, (analogous to singular values).

The experimental results that PARAFAC2
outperforms standard LSA by asignificant margin
by ensuring that the ‘concepts’ of the difference
languages are aligned with one another, and
by factoring out some of the statistical differences
between languages that caused problems for
LSA. Chew et al. concluded that the tensor model
and PARAFAC?2 is a superior alternative and a
good step forward from LSA for multilingual
information retrieval.

FUTURE TRENDS / CONCLUSION

LSA originated in the late 1980s and early 1990s
as anew method for information retrieval, before
the rise of the Internet Age. Its introduction was
a landmark in that it applied linear algebra to a
seemingly unrelated field, information retrieval.
Onthealgorithmsside, various researchers from the
linear algebra community proposed improvements
on the decomposition or the subspace representa-
tion of the text data, including Semi-Discrete De-
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composition and Non-Negative Decomposition.
Additional research also has been done on the
improvements of the representation for dynamic
sets of data, i.e. updating and downdating of the
subspace representation. While these advance-
ments are mathematically interesting, they are
not widely cited academically by work outside of
this area, nor used in major information retrieval
products. The computational and memory size
requirements of internet search or large database
search makes LSA impractical even with its recent
mathematical improvements.

Most of the research that has originated on the
linear algebra side focuses on improvements and
variations after the text data is represented by a
matrix, and has little to offer beyond the original
approach of Deerwesteretal. (1990). Notonly does
this initial step of representation play an important
role in the outcome of subspace representation of
the text data, it also side-steps the uneasiness that
text data inherently do not conform to Gaussian
distributions and are thus not suited for PCA-
based LSA. Probabilistic LSA attempts to provide
a transformation of the original text data into a
representation based on a multinomial model.
Possibly due to the complexity of the algorithm,
this approach is not gaining major ground in the
realm of LSA.

Another major criticism of LSA is that it is
a “black box” approach that makes it difficult
to understand the results. TRUST has success-
fully disputed this challenge, especially through
its implementation as the text mining engine in
the text visualization product Starlight. This tool
allows users to readily understand and use the
results in their analysis tasks.

On the application side, LSA has extended its
coverage to many areas such as text visualization,
text clustering, and text summarization. There are
also attempts to use LSA representation to support
text classification. These applications beyond in-
formationretrieval continue to make LSA aviable
approach beyond a mere historical landmark in
information retrieval. While variations on key-
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word search and web page link mining provide
powerful Internet search algorithms, they do not
provide a useful method for text visualization.
For text data without URL-type links, e.g. text in
databases, LSA is playing a major role in content
clustering. Probabilistic modeling also does not
provide a good answer for text visualization and
text clustering.

Moving forward, it is likely that LSA related
methods will find new niche areas, in addition to
making improvements on its existing strengths
in application areas such as text visualization.
For example, with its strength in topic related-
ness, LSA should be able to make a contribution
in the area of distillation (e.g. as in the DARPA
sponsored Global Autonomous Language Exploi-
tation program) which goes beyond current text
summarization. Further research is needed on the
strengths and weakness of different variations of
LSAwithregardto differentanalysis applications.
Research beyond pure algorithmic variations, can
provide a focus in identifying areas where LSA
can continue to improve and flourish to become
part of mainstream web mining and text mining
products. With the growing need for multimedia
mining and cross-language information retrieval
and processing, LSA’s ability to address cross-
language and mine textual information in a
multimedia (e.g. transcription from speech, cap-
tion in video) makes LSA a competitive force in
multimedia mining.
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KEY TERMS AND DEFINITIONS

Basis Vectors (for a given space): A set of
linearly independent vectors that define a space
in that any vector in that space can be defined as
a linear combination (a weighted sum) of those
vectors. Linearly independent means that none of
them can be defined as a linear combination (or
weighted sum) of the others.

Dimensionality Reduction: The process of
taking high dimensional data (data represented
by a large number of features) and representing
it with different and fewer features or dimensions
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(whichmay be combinations of the old features) in
aprincipled fashion that preserves some properties
of the original space.

Information Retrieval (IR): The process of
searching for documents or pieces of text to fulfill
a user’s information needs.

Latent Semantic Analysis (LSA): A method
ofrepresenting text documents in terms of features
that are weighted combinations of the frequencies
words or terms in the documents that makes the
“latent semantics” or topics treated in the docu-
ments more computationally accessible.

Latent Semantic Space: The subspace of
term space whose dimensions correspond to the
features uncovered by Latent Semantic Analysis
for representing documents in a more semanti-
cally useful form.

Principal Components Analysis (PCA): A
statistical method for discovering the dimensions
that maximize variability in high dimensional data.
Mathematically equivalent to SVD, except that it
requires that the data all be centered.

Singular Value Decomposition (SVD): A
linear algebra method of decomposing an arbi-
trary matrix into three matrices, two of which
are orthonormal (the columns, the left and right
singular vectors, respectively, are orthogonal and
have length1) and the third is a diagonal matrix
whose diagonal values are the singular values of
the matrix.

Subspace: A vector space with a lower di-
mensionality that is wholly contained in a larger
vector space.

Tensor model: a multidimensional array
representation of an object (e.g., document, net-
work, etc.).
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Topic Words: Words that summarize the im-
portant topics of a document or piece of text that
are automatically assigned based on the represen-
tation of that document in latent semantic space.

Vector Space Methods: A method of repre-
senting documents as numerical vectors, where
the values represent the frequencies of the words
or terms in the documents, or some weighting of
these to represent their importance in the docu-
ment set.

ENDNOTES

Invisualization, documents can be displayed
with different shapes and different colors etc.
These provide additional information about
the documents, and are often thought of as
displaying the documents in more than 3
dimensions.

2 Note that the positive and negative signs on
the weights merely imply a contrastbetween
documents containing one set of words and
documents containing the other set. It is to
some degree an artifact of numeric repre-
sentation which end of the dimension gets
labeled as negative and which as positive; in
another run on the same data on a different
platform, the signs could be reversed. For
this reason, the end user would normally not
be shown the numerical scales on the axes.
Since we only use principal components as
a starting point for user exploration, we can
choose to use other more efficient approxi-
mation methods suchas URV instead of SVD
as the two-sided orthogonal decomposition
method.
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