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Mining Massive Data Sets for Security

The ever growing flood of data arises from many different sources: huge databases 

store increasing amounts of data on customers, sales, expenses, traveling, credit card 

usage, tax payments and the like; the Web gives us access to basically unlimited infor-

mation in the form of text, images, videos and sound. Everything we do leaves an in-

formation trail which can potentially be stored and used. Most of the times, the uses are 

beneficial (providing us with a list of our expenses, information on our next trip or the 

delivery of some book we bought on the Web …), but sometimes this information can 

also be exploited by rogues to put us at risk (identity theft, credit card fraud, intrusion 

on a sensitive computer network, terrorism …). Information security breach is thus 

becoming an every-day threat for the citizens of modern societies and – when linked to 

terrorism – it is becoming more and more dangerous. However, discriminating good 

uses from bad ones is not easy if we want to maintain our standards of democracy and 

individual freedom. We therefore need to develop different – both efficient and non-

invasive – security applications that can be deployed across a wide range of activities 

in order to deter and to detect the bad uses. The main research challenges of such secu-

rity applications are: to gather and share large amounts of data or even just sample 

them when the volume is too big (data streams), to fuse data from different origins 

(such as numerical, text), to extract the relevant information in the correct context, to 

develop effective user interfaces from which people can obtain quick interpretations 

and security-alerts, and to preserve people’s privacy.

All security issues share common traits: one has to handle enormous amounts of 

data (massive data sets), heterogeneous in nature, and one has to use a variety of tech-

niques to store and analyze this data to achieve security. This requires an interdiscipli-

nary approach, combining techniques from computer science, machine learning and 

statistics, computational linguistics, Web search, social networks and aggregation tech-

niques to present results easily interpretable by the user. Academic research in all of the 

above areas has made great progress in recent years, while commercial applications 

now exist all around us (Amazon, eBay, Google, Yahoo!, …). The real power for secu-

rity applications will come from the synergy of academic and commercial research 

focusing on the specific issue of security. 

Special constraints apply to this domain, which are not always taken into consid-

eration by academic research, but are critical for successful security applications: 

• Large volumes: techniques must be able to handle huge amounts of data, and per-

form ‘on-line’ computation; 

• Scalability: algorithms must have processing times that scale well with ever grow-

ing volumes; 

• Automation: the analysis process must be automated so that information extraction 

can ‘run on its own’;  

• Ease of use: every-day citizens should be able to extract and assess the necessary 

information; 

• Robustness: systems must be able to cope with data of poor quality (missing or 

erroneous data). 
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The NATO Advanced Study Institute (ASI) on Mining Massive Data Sets for Se-

curity, held in Villa Cagnola, Gazzada, Varese (Italy) from 10 to 21 September 2007, 

brought together around 90 participants to discuss these issues. The scientific program 

consisted of invited lectures, oral presentations and posters from participants. The pre-

sent volume includes the most important contributions, but can of course not entirely 

reflect the lively interactions which allowed the participants to exchange their views 

and share their experience.  

The book is organized along the five themes of the workshop, providing both in-

troductory reviews and state-of-the-art contributions, thus allowing the reader a com-

prehensive view of each of the themes. The bridge between academic methods and 

industrial constraints is systematically discussed throughout. This volume will thus 

serve as a reference book for anyone interested in understanding the techniques for 

handling very large data sets and how to apply them in conjunction for solving security 

issues.

Section 1 on Data Mining brings together contributions around algorithms for 

learning large data sets. Section 2 on Search highlights the problems of scale and 

threats of the web. Section 3 on Social Networks presents the theoretical tools and vari-

ous issues around very large network structures. Section 4 on Text Mining focuses on 

techniques to extract structured information from multilingual and very large text col-

lections. Finally, Section 5 presents various applications of the mentioned techniques 

to security: fraud, money laundering, intelligence, terrorism, geolocalization, intrusion. 

The ASI event and the publication of this book have been co-funded by the NATO 

Program ‘Science for Peace and Security’, by the European Commission’s (EC) 

Enlargement Program and the EC-funded PASCAL Network of Excellence. All lec-

tures have been filmed and are now freely accessible via the website 

http://videolectures.net/. 

The NATO ASI was made possible through the efforts of the four co-Directors 

Clive Best (JRC, Ispra, Italy), Françoise Fogelman-Soulié (Kxen, France), Patrick 

Gallinari (University of Paris 6 – LIP6, France) and Naftali Tishby (Hebrew Univer-

sity, Israel), as well as of the other members of the program committee: Léon Bottou 

(NEC Labs America, USA), Lee Giles (Pennsylvania State University, USA), 

Domenico Perrotta (JRC, Ispra, Italy), Jakub Piskorski (JRC, Ispra, Italy) and Ralf 

Steinberger (JRC, Ispra, Italy). We would like to thank the additional reviewers, whose 

valuable feedback helped to improve the quality of this book: Spyros Arsenis, Thierry 

Artières, Carlo Ferigato, Nicholas Heard, Hristo Tanev, Cristina Versino, Dennis Wil-

kinson and Roman Yangarber. Our special thanks go to Sabine Gross (Public Rela-

tions, JRC Ispra) for her dedication and the endless hours she spent on organizing the 

ASI. Without her, the event would not have taken place. 

June 2008 Clive Best and Françoise Fogelman-Soulié 

  Domenico Perrotta, Jakub Piskorski and Ralf Steinberger 
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Learning using hidden information:
Master-class learning

Vladimir Vapnik a, Akshay Vashist a and Natalya Pavlovitch b

a 4 Independence Way, Princeton, NJ 08540 USA
b Institute of Russian Language, Volhonka 18/2, Moscow 121019 Russia

Abstract. The classical setting of the supervised learning problem is to learn a
decision rule from labeled data where data is points in some space X and labels
are in {+1,−1}. In this paper we consider an extension of this supervised learning
setting: given training vectors in space X along with labels and description of this
data in another space X

∗, find in space X a decision rule better than the one found
in the classical setting [1]. Thus, in this setting we use two spaces for describing
the training data but the test data is given only in the space X . In this paper, using
SVM type algorithms, we demonstrate the potential advantage of the new setting.

Keywords. Kernel methods, SVM, Hidden Information, Learning in multiple
spaces and SVM+, master-class learning.

Introduction

In the classical supervised learning paradigm, training examples are represented by vec-
tors of attributes, an oracle (teacher) supplies labels for each training example; the goal
of learning is to find a decision rule using this data.

In many cases, however, a teacher can supplement training data with some additional
information (comments) which will not be available at the test stage.

For example, consider the case of learning a decision rule for prognosis of a disease
in a year, given the current symptoms of a patient. In this problem, for the training data
described by current symptoms and outcome in a year, one can also obtain additional in-
formation about symptoms in half a year. Can this additional information help to predict
the outcome of disease in a year?

Consider another example: find a rule that can classify biopsy images, into two cate-
gories cancer and non-cancer. Here the problem is given images described in pixel space
find the classification rule. However, along with a picture the doctor has a report written
by a pathologist which describes the picture using a high level holistic language. The
problem is to use pictures along with information given in the reports (which will not be
available at the test stage) to find a better classification rule in pixel space.

In these two examples at the training stage, for every input vector xi in space X we
are also given an additional information x∗

i in another space X
∗. Since the additional

data is not available (hidden) at the test stage, we call it hidden information and call the
above problem learning using hidden information or master-class learning1.

1In human master-class learning teachers comments play the most important role.
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In the classical setting there are no good or bad teachers since they just provide la-
bels. In the new learning setting, however, a good teacher provides good additional de-
scriptions (comments) of training examples which can help to construct a better deci-
sion rule in space X . So in the classical setting we are given pairs (xi , yi ), in the new
setting we are given the triplet (xi , x∗

i , yi ), where x∗
i is the teacher’s holistic description

(comments) of example xi .
Below, we consider a pattern recognition algorithm for learning from hidden infor-

mation and demonstrate its potential advantage relative to classical SVM. In particular,
in digit recognition problem for any digit xi of training set defined in the pixel space we
will give its poetic description x∗

i given in holistic space. We will show that the holistic
description helps to improve the decision rule in the pixel space.

The organization of this text is as follows. Section 1 reviews SVM and its extension
SVM+ is presented in section 2. Section 3 investigates one specific mechanism of mod-
eling slacks using hidden information. Section 4 is devoted to master-class learning of
the digit recognition problem. Section 5 is our conclusion.

1. Background: SVM

SVM [2,3] is a supervised learning algorithm which learns a decision rule, y = f (x) ,
from an admissible set of functions given training data

(X, Y) = {(xi , yi )}
�
i=1, yi ∈ {−1, 1}.

To construct a decision rule y = f (x), SVM maps vectors x ∈ X to z ∈ Z and finds
a hyperplane that separates the images zi ’s of training vectors xi ’s in the two classes
with minimal number of errors. Among the many possible hyperplanes, SVM chooses
the optimal one that does this separation with maximum margin [3]. The hyperplane is
specified by a weight vector w and a threshold b which are found by solving the quadratic
optimization problem. Minimize over w, b, and ξ the functional

R(w, b, ξ) =
1

2
w2 + C

�∑
i=1

ξi (1)

subject to constraints

yi (w · zi + b) ≥ 1 − ξi ,

ξi ≥ 0, i = 1, . . . , � ,
(1a)

where C is fixed and ξi ’s are the slack variables. SVM finds the optimal hyperplane by
solving the optimization problem (1) in the dual space. SVM does not calculate the inner
product in Z space. Instead, it uses the “kernel trick". According to Mercer’s theorem,
for every inner product in Z space, there exists a positive definite function K (xi , x j )

(kernel function) such that zi · z j = K (xi , x j ), for all i, j = 1, . . . , �. So, we only need
to specify the kernel function for learning a nonlinear decision rule.

Decision rule for SVM has a form

V. Vapnik et al. / Learning Using Hidden Information: Master-Class Learning4



y = f (x) = sgn

(
�∑

i=1

αi yi K (xi , x) + b

)
, (2)

where the coefficients αi ’s are obtained by maximizing the functional

R(α) =

�∑
i=1

αi −
1

2

�∑
i=1

�∑
j=1

αi yiα j y j K (xi , x j ) (3)

subject to constraints

�∑
i=1

αi yi = 0,

0 ≤ αi ≤ C, i = 1, . . . , �.

(3a)

For universal kernels (for example, Gaussian kernel), with increasing training data
SVM solution converges to the Bayesian solution. Also SVM has been demonstrated to
perform well on datasets with limited size [4,5].

2. Supervised learning using hidden information

Consider the problem of learning a decision rule where at the training stage, we are given
triplets

(X, X∗, Y)={(xi , x∗
i , yi )}

�
i=1, yi ∈ {−1, 1}.

Here X∗ is additional information from the vector space X ∗, generally speaking, different
from space X . The goal is to use the additional information X∗ to find a decision rule
y = f (x) (in space X ), which is better than the decision rule obtained without using
the additional information [1]. The space X in which the decision rule is constructed is
called the decision space, and the space X

∗ is called the correction space.
Compared to the classical supervised learning setting in which an oracle provides

labels for training vectors, the new setting expands a teacher’s role who can supply addi-
tional descriptions for training vectors. One can realize this idea using the SVM+ algo-
rithm [1].

2.1. SVM+

SVM+ is a generalization of SVM. It allows us to model relationships2 between the slack
variables, ξi , in SVM i.e,

ξi = ψ(x∗
i , δ), δ ∈ D,

where ψ(x∗
i , δ) belongs to some set of admissible functions in X

∗, called the correcting
functions. This is a generalization of SVM because for SVM, X∗ = X and ψ(xi , δ) is the

2These relationships can be non-linear (not just correlations); in fact, we will model non-linear relationships.

V. Vapnik et al. / Learning Using Hidden Information: Master-Class Learning 5



set of all possible functions. In SVM+ slacks are no longer variables in the optimization
problem, so SVM+ can depend on less parameters than SVM, and consequently the
decision rule found by SVM+ is chosen from a set with smaller capacity than SVM
which can lead to a better generalization.

Similar to the mapping of vectors xi ∈ X to zi ∈ Z in the decision space, the vectors
x∗

i ∈ X
∗ in correction space are mapped to z∗

i ∈ Z
∗. To do this we use two different

kernels - the kernel for the decision rule (represented by K (, )) and the kernel for the
correcting function (represented by K ∗(, )). In space Z∗, the correcting function has the
form

ψ(x∗
i , δ) = w∗ · z∗

i + d; w∗ ∈ Z
∗, d ∈ R. (4)

Using this mapping, the slacks can be written as ξi = w∗ · z∗
i + d . This leads to the

following problem formulation: minimize over w, b, w∗, and d the functional

R(w, b, w∗, d) =
1

2
w2 +

γ

2
w∗2 + C

�∑
i=1

(w∗ · z∗
i + d) (5)

subject to constraints

yi (w · zi + b) ≥ 1 − (w∗ · z∗
i + d),

(w∗ · z∗
i + d) ≥ 0, i = 1, . . . , � ,

(5a)

where γ and C are parameters. The Lagrangian for (5) is

L(w, b, w∗, d, α, β) = 1
2 w2 +

γ
2 w∗2 + C

�∑
i=1

(w∗ · z∗
i + d) −

�∑
i=1

βi (w∗ · z∗
i + d)

−
�∑

i=1
αi

[
yi (w · zi + b) − 1 + (w∗ · z∗

i + d)
]
,

(6)

where α ≥ 0 and β ≥ 0 are the Lagrange multipliers. To obtain the minimum of
L(w, b, w∗, d, α, β), over w, w∗, b and d , we equate the corresponding partial deriva-
tives to 0 and obtain the following:

∂

∂w
L(w, b, w∗, d, α, β) = 0 ⇒ w =

�∑
i=1

αi yi zi ,

∂

∂w∗
L(w, b, w∗, d, α, β) = 0 ⇒ w∗ =

1

γ

�∑
i=1

(αi + βi − C)z∗
i ,

∂

∂b
L(w, b, w∗, d, α, β) = 0 ⇒

�∑
i=1

αi yi = 0 ,

∂

∂d
L(w, b, w∗, d, α, β) = 0 ⇒

�∑
i=1

(αi + βi − C) = 0 .

(7)

Substituting (7) in (6) and using the kernel trick, we obtain the dual of (5) as: maxi-
mize over α and β the functional

V. Vapnik et al. / Learning Using Hidden Information: Master-Class Learning6



R(α, β) =
�∑

i=1
αi − 1

2

�∑
i=1

�∑
j=1

αi yiα j y j K (xi , x j ) − 1
2γ

�∑
i=1

�∑
j=1

(αi +βi −C)(α j +β j −C)K ∗(x∗
i , x∗

j )

(8)
subject to constraints

�∑
i=1

αi yi = 0 ,

�∑
i=1

(αi + βi ) = �C ,

αi ≥ 0, βi ≥ 0, i = 1, . . . , � .

(8a)

The decision rule for this algorithm, called SVM+, has the same form as the SVM deci-
sion rule (2). It differs in the way it determines the coefficients αi ’s. The coefficients βi ’s
are used only in the correcting function which is given by

ψ(x∗) = w∗ · z∗ + d =
1

γ

�∑
i=1

(αi + βi − C)K ∗(x∗
i , x∗) + d . (9)

The quadratic optimization related to SVM+ (8) is different from the classical SVM
but can be solved using the generalized sequential minimal optimization procedure for
SVM+ described in [6] similar to SMO [7] used for SVM. So, the computational effort
in SVM and SVM+ are comparable.

SVM+ can be used for learning from hidden information by modeling slacks using
information in X∗.

3. Idea of estimating slacks

In this section, we explore the potential advantage of knowing the values of slacks in
SVM and hypothesize one of the possible mechanisms of how hidden information is used
in SVM+ for modeling slacks to produce a better decision rule. Accordingly, we present
three cases:
The first case (I1) uses knowledge of slacks in SVM.
The second case (I2) uses information similar to slacks in SVM+.
The third case (I3) uses hidden information to estimate correcting function ψ(x∗).

I1. Suppose that along with the training data we are given the values of slacks,

ξbst
i =

[
1 − yi (wbst · zi + bbst)

]
+

, i = 1, . . . , � ,

for the best decision rule (in the admissible set) with parameters (wbst , bbst ) and
where a+ = a if a > 0, and 0, otherwise.
In this case, we can use training data and these values of slacks in SVM-like
algorithm to find a decision rule by solving the following optimization problem:
minimize over w and b the functional

V. Vapnik et al. / Learning Using Hidden Information: Master-Class Learning 7



R(w, b) =
w2

2

subject to constraints

yi (w · zi + b) ≥ ri , where ri = 1 − ξbst
i , i = 1, . . . , � .

I2. We now consider a modification of the previous case where we are given training
data and the set of so called, deviation values (dev. vals.),

dbst
i = 1 − yi (wbst · zi + bbst), i = {1, . . . , �}.

In this case, we use SVM+ with input (X, X∗, Y), where X∗ = dbst , is the set of
deviation values.

I3. Suppose there exist a large number of triplets (Xo, X∗
o, Yo) but we are given a

fixed set of training data (X, X∗, Y) along with a large number of data (X∗
2, Y2).

Both of these sets are taken from (Xo, X∗
o, Yo).

We first use SVM for classifying (X∗
2, Y2) and obtain the decision rule

f̂ (x∗) = sgn

⎛
⎝|X∗

2|∑
j=1

α j y j K (x∗
j , x∗) + b

⎞
⎠ .

Second, for each training vector x∗
i , we compute the estimate of deviation values

as

di = 1 − yi

⎛
⎝|X∗

2|∑
j=1

α j y j K (x∗
j , x∗

i ) + b

⎞
⎠ , where x∗

i ∈ X∗.

Finally we use SVM+ with the input (X, d, Y).

Below we test our methods of modeling slacks and deviation values, as described
in I1-I3, to find the limit of possible improvement that can be achieved by using the
knowledge of slacks (or their estimates). Note that the first two cases are not practical
since they require knowledge of the best decision rule in the admissible set. These cases
are used only to test the conjecture. The third case, however, is practical and can be very
useful.

3.1. Synthetic Example 1

Our first example, defined by two clouds shown in Fig. 1(a), involves separating points
generated by two 2D Gaussians3.

3The prior probabilities for the two classes are equal, i.e, p1 = p2 = 0.5. Their mean vectors are μ1 =

[3 5] and μ2 = [5 3], respectively. Both classes have equal covariance 
 = [5 3; 2 4]. Linear kernel was
used in the decision space, and RBF kernel in the correction space. Two independent sets were used for tuning
the parameters (C for SVM; C and kernel parameter for SVM+) and testing. We performed 20 trials for each
experiment.

V. Vapnik et al. / Learning Using Hidden Information: Master-Class Learning8



For this problem, Bayes decision rule yields 12.078% error rate on the test set. The
best decision rule is linear in X and has parameters wbst = (1,−1) and bbst = 0 (see
Fig.1(a)). The decision rules obtained by using the methods I1, I2 and I3 (for I3, X∗ was
from the same space as X) have almost the same performance. To maintain legibility in
the plot, we show (by the dashed line marked with stars in Fig. 1(b)) only the performance
of SVM+ using estimate of deviation values, di . All three methods led to better decision
rules than the decision rule obtained by using the classical SVM (line with circles).
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3.2. Synthetic Example 2

Consider another synthetic problem4 (4clouds) shown in Fig. 2(a). For this problem,
Bayes decision rule yields 3.971% error rate.

In this example, we tested the method I3. Here X∗ was from the same space as X and
we used ten thousand training examples (as additional input (X∗

2, Y2)) to approximate
the best decision rule. Performance of SVM+ using deviation values from this decision
rule is depicted by the dashed line marked with stars in Fig. 2(b). It performs close to the
Bayes decision rule.

4. Using hidden information (master-class learning)

Usually, we do not have information about deviation values in explicit form but a teacher
can provide information about deviation values by describing training examples in a
second (holistic) space, say X

∗. The idea is to evaluate deviation values in holistic space
and use them as elements x∗ of triplets in SVM+ algorithm to estimate slacks in the
decision space.

Below we test this idea on the problem of classifying digits 5 and 8 using MNIST
data which is presented in 28x28 pixel space.

Classification of digits 5 and 8 using 28x28 pixel images is an easy problem. To
make this problem more difficult we resized them to 10x10 pixel images. We used 100
training examples (first 50 instances of digits 5 and 8 in MNIST data). For every training
vector (digit), we created its poetic description. A sample of digits is shown in Fig. 3
followed by a sample of poetic descriptions.

Complete Images:
(28x28 pixels)

Resized  Images:
(10x10 pixels)

Figure 3. Sample digits along with their resized images.

Poetic description for the first image of 5 (see Fig. 3):

Not absolute two-part creature. Looks more like one impulse. As for two-partness the head is a sharp tool

and the bottom is round and flexible. As for tools it is a man with a spear ready to throw it. Or a man

is shooting an arrow. He is firing the bazooka. He swung his arm, he drew back his arm and is ready to

strike. He is running. He is flying. He is looking ahead. He is swift. He is throwing a spear ahead. He is

dangerous. It is slanted to the right. Good snaked-ness. The snake is attacking. It is going to jump and bite.

4The parameters (using the symbols shown in Fig. 2(a)) for the clouds are prior probabilities: pIB = pI IB =

0.4, pIS = pI IS = 0.1; mean vectors: μIB
= [12 13], μI IB

= [18 9], μIS
= [23 7], μI IS

= [9 17], and

covariances matrices: 
B = [ 16
3 1; 1 4], 
S = [1 1; 1 4

3 ]. Two independent sets were used as validation set
(for tuning C and the kernel hyper-parameter for SVM; C , γ , and the two kernel hyper-parameters for SVM+)
and test set. Parameters were tuned using recursive grid search. For each training size, 12 trials were performed
to obtain average error rate.
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It is free and absolutely open to anything. It shows itself, no kidding. Its bottom only slightly (one point!)

is on earth. He is a sportsman and in the process of training. The straight arrow and the smooth flexible

body. This creature is contradictory - angular part and slightly roundish part. The lashing whip (the rope

with a handle). A toe with a handle. It is an outside creature, not inside. Everything is finite and open. Two

open pockets, two available holes, two containers. A piece of rope with a handle. Rather thick. No loops,

no saltire. No hill at all. Asymmetrical. No curlings.

Poetic description for the first image of 8 (see Fig. 3):

Two-part creature. Not very perfect infinite way. It has a deadlock, a blind alley. There is a small right-

hand head appendix, a small shoot. The right-hand appendix. Two parts. A bit disproportionate. Almost

equal. The upper one should be a bit smaller. The starboard list is quite right. It is normal like it should

be. The lower part is not very steady. This creature has a big head and too small bottom for this head. It is

nice in general but not very self-assured. A rope with two loops which do not meet well. There is a small

upper right-hand tail. It does not look very neat. The rope is rather good - not very old, not very thin, not

very thick. It is rather like it should be. The sleeping snake which did not hide the end of its tail. The rings

are not very round - oblong - rather thin oblong. It is calm. Standing. Criss-cross. The criss-cross upper

angle is rather sharp. Two criss-cross angles are equal. If a tool it is a lasso. Closed absolutely. Not quite

symmetrical (due to the horn).

Poetic descriptions were translated into 21-dimensional feature vectors5. A subset
of these features (with range of possible values) is: two-part-ness (0 - 5); tilting to

the right (0 - 3); aggressiveness (0 - 2); stability (0 - 3); uniformity (0 - 3), and so on.
The values of these features (in the order they appear above) for the first 5 and 8 are [2, 1,

2, 0, 1], and [4, 1, 1, 0, 2], respectively.
Our goal was to construct a decision rule for classifying 10x10 pixel images 6 using

the 100 dimensional pixel space X and the corresponding 21-dimensional vectors in
the space X

∗. This idea was realized using the SVM+ algorithm in the following two
settings.

A. Poetic descriptions were used as vectors in 21-dimensional correction space.
Decision rule was obtained by using (X, X∗, Y) in SVM+ as input and solving
(8).

B. Poetic descriptions were used to estimate the deviation values which were then
used as one dimensional correction space in SVM+. The procedure to do this is
described below.

1. Use SVM with RBF kernel to classify (X∗, Y), and obtain the decision rule,

f (x∗) = sgn(

|X∗|∑
j=1

α j y j K (x∗
j , x∗) + b).

5Other encodings of the poetic descriptions can possibly improve results, however, we experimented only
with the above described 21-dimensional encoding.

6MNIST training data has 5,222 and 5,652 (28x28 pixel) images of 5 and 8, respectively. As we just men-
tioned, classifying digits 5 and 8 using 28x28 images is an easy problem. Therefore, the problem was made
more difficult by resizing digits to 10x10 pixel images. We used 4,000 digits as validation set for tuning the
parameters in SVM( C and RBF kernel parameter) and SVM+ (C , γ and the parameters of two RBF kernels).
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2. Find the values,

d p
i = 1 − yi (

|X∗|∑
j=1

α j y j K (x∗
j , x∗

i ) + b),

where x∗
i is the poetic description for the training vector xi .

3. Obtain decision rule by using SVM+ with input (X, dp, Y).
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Figure 4. Performance of SVM+ on the digit recognition task.

Results of using different correction spaces (21-dimensional poetic space and 1-
dimensional space of deviation values) in SVM+ are shown in Fig. 4. Performance of
SVM trained and tested on 10x10 digits is shown by the line marked with circles and the
average7 of test errors are shown by numbers. Performance using 21-dimensional poetic
space as correction space (setting A above) is shown by the line marked with crosses.
Performance using deviation values in the poetic space as correction space (setting B) is
shown by the line with stars. In both cases use of hidden information improves perfor-
mance.

To evaluate the limit of possible improvement over SVM, we used deviation values
from a quasi-optimal decision rule in 10x10 pixel space. We constructed this decision
rule by using SVM with about 6,500 10x10 pixel digits. Then, for training vectors we
computed their deviation values from the obtained decision rule (see I3). Performance of
SVM+ using deviation values is shown by the dashed line with diamonds.

A good master-class teacher can, probably, develop descriptions of hidden informa-
tion that allow one to be close to this performance. Our first experience with master-class
teaching of computers to recognize digits yielded only 60% of possible improvement.

7For every training data size, we solved this problem 12 times with different random samples of training
data. The average of test errors is reported.
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Figure 6. Plot between deviation values from the decision rule in the poetic space and corresponding correct-
ing function values. This representative plot was generated for a sample of training data size 70.

Fig. 6 shows functional relationship between the deviation values defined in the
poetic space and the values of the correcting function.

To understand how much information is contained in poetic descriptions, we con-
ducted the following experiment. We used 28x28 pixel digits (784 dimensional space)
instead of the 21-dimensional poetic descriptions in settings A and B in SVM+ (results
shown in Fig. 5). In both the settings, using 28x28 pixel description of digits SVM+
performs worse than SVM+ that uses poetic descriptions.
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5. Conclusion

Our results on digit recognition using poetic descriptions indicate that there is informa-
tion other than technical (pixel space for digits) that plays an important role in learning.
Based on results, it appears that non-technical (poetic descriptions) was more relevant to
the digit recognition task than information in 28x28 pixel description of digits. It looks
like, sometimes using non-technical descriptions can achieve results that are not easy to
achieve just by using technical descriptions.

The digit recognition problem using poetic descriptions is not an isolated problem
that benefits from information in multiple languages (spaces). The scenario with informa-
tion in multiple languages (technical information and teachers comments) is very general
and decision making problems involving such scenarios arise often. For instance, in the
stock market prediction problem information is not only in various quantitative indices
but also in afterward verbal analysis of market analysts. Incorporating descriptions from
these experts during training stage can improve rule for prediction. In genomics, for the
protein sequences homology detection problem, using 3D structure and functional clas-
sification of proteins at the training stage can improve the rule for prediction of remote
homology using primary sequences only.
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Abstract. This contribution develops a theoretical framework that takes into ac-
count the effect of approximate optimization on learning algorithms. The anal-
ysis shows distinct tradeoffs for the case of small-scale and large-scale learning
problems. Small-scale learning problems are subject to the usual approximation–
estimation tradeoff. Large-scale learning problems are subject to a qualitatively dif-
ferent tradeoff involving the computational complexity of the underlying optimiza-
tion algorithms in non-trivial ways. For instance, a mediocre optimization algo-
rithms, stochastic gradient descent, is shown to perform very well on large-scale
learning problems.

Keywords. Large-scale learning. Optimization. Statistics.

Introduction

The computational complexity of learning algorithms has seldom been taken into ac-
count by the learning theory. Valiant [1] states that a problem is “learnable” when there
exists a probably approximatively correct learning algorithm with polynomial complex-
ity. Whereas much progress has been made on the statistical aspect (e.g., [2,3,4]), very
little has been told about the complexity side of this proposal (e.g., [5].)

Computational complexity becomes the limiting factor when one envisions large
amounts of training data. Two important examples come to mind:

• Data mining exists because competitive advantages can be achieved by analyz-
ing the masses of data that describe the life of our computerized society. Since
virtually every computer generates data, the data volume is proportional to the
available computing power. Therefore one needs learning algorithms that scale
roughly linearly with the total volume of data.

• Artificial intelligence attempts to emulate the cognitive capabilities of human be-
ings. Our biological brains can learn quite efficiently from the continuous streams
of perceptual data generated by our six senses, using limited amounts of sugar as
a source of power. This observation suggests that there are learning algorithms
whose computing time requirements scale roughly linearly with the total volume
of data.

This contribution finds its source in the idea that approximate optimization algo-
rithms might be sufficient for learning purposes. The first part proposes new decompo-
sition of the test error where an additional term represents the impact of approximate
optimization. In the case of small-scale learning problems, this decomposition reduces to
the well known tradeoff between approximation error and estimation error. In the case of
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large-scale learning problems, the tradeoff is more complex because it involves the com-
putational complexity of the learning algorithm. The second part explores the asymp-
totic properties of the large-scale learning tradeoff for various prototypical learning al-
gorithms under various assumptions regarding the statistical estimation rates associated
with the chosen objective functions. This part clearly shows that the best optimization al-
gorithms are not necessarily the best learning algorithms. Maybe more surprisingly, cer-
tain algorithms perform well regardless of the assumed rate for the statistical estimation
error. Finally, the final part presents some experimental results.

1. Approximate Optimization

Following [6,2], we consider a space of input-output pairs (x, y) ∈ X ×Y endowed with
a probability distribution P (x, y). The conditional distribution P (y|x) represents the un-
known relationship between inputs and outputs. The discrepancy between the predicted
output ŷ and the real output y is measured with a loss function �(ŷ, y). Our benchmark
is the function f∗ that minimizes the expected risk

E(f) =

∫
�(f(x), y) dP (x, y) = E [�(f(x), y)],

that is,

f∗(x) = arg min
ŷ

E [�(ŷ, y)|x].

Although the distribution P (x, y) is unknown, we are given a sample S of n indepen-
dently drawn training examples (xi, yi), i = 1 . . . n. We define the empirical risk

En(f) =
1

n

n∑
i=1

�(f(xi), yi) = En[�(f(x), y)].

Our first learning principle consists in choosing a family F of candidate prediction func-
tions and finding the function fn = arg minf∈F En(f) that minimizes the empirical
risk. Well known combinatorial results (e.g., [2]) support this approach provided that
the chosen family F is sufficiently restrictive. Since the optimal function f∗ is unlikely
to belong to the family F , we also define f∗

F
= arg minf∈F E(f). For simplicity, we

assume that f∗, f∗
F

and fn are well defined and unique.
We can then decompose the excess error as

E [E(fn) − E(f∗)] = E [E(f∗

F ) − E(f∗)]| {z } + E [E(fn) − E(f∗

F )]| {z }
= Eapp + Eest

, (1)

where the expectation is taken with respect to the random choice of training set. The ap-
proximation error Eapp measures how closely functions in F can approximate the opti-
mal solution f∗. The estimation error Eest measures the effect of minimizing the empir-
ical risk En(f) instead of the expected risk E(f). The estimation error is determined by
the number of training examples and by the capacity of the family of functions [2]. Large
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families1 of functions have smaller approximation errors but lead to higher estimation
errors. This tradeoff has been extensively discussed in the literature [2,3] and lead to
excess error that scale between the inverse and the inverse square root of the number of
examples [7,8].

1.1. Optimization Error

Finding fn by minimizing the empirical risk En(f) is often a computationally expen-
sive operation. Since the empirical risk En(f) is already an approximation of the ex-
pected risk E(f), it should not be necessary to carry out this minimization with great
accuracy. For instance, we could stop an iterative optimization algorithm long before its
convergence.

Let us assume that our minimization algorithm returns an approximate solution f̃n

that minimizes the objective function up to a predefined tolerance ρ ≥ 0.

En(f̃n) < En(fn) + ρ

We can then decompose the excess error E = E
[
E(f̃n) − E(f∗)

]
as

E = E [E(f∗

F ) − E(f∗)]| {z } + E [E(fn) − E(f∗

F )]| {z } + E
ˆ
E(f̃n) − E(fn)

˜| {z }
= Eapp + Eest + Eopt

. (2)

We call the additional term Eopt the optimization error. It reflects the impact of the ap-
proximate optimization on the generalization performance. Its magnitude is comparable
to ρ (see section 2.1.)

1.2. The Approximation–Estimation–Optimization Tradeoff

This decomposition leads to a more complicated compromise. It involves three variables
and two constraints. The constraints are the maximal number of available training exam-
ple and the maximal computation time. The variables are the size of the family of func-
tions F , the optimization accuracy ρ, and the number of examples n. This is formalized
by the following optimization problem.

min
F,ρ,n

E = Eapp + Eest + Eopt subject to

{
n ≤ nmax

T (F , ρ, n) ≤ Tmax
(3)

The number n of training examples is a variable because we could choose to use only a
subset of the available training examples in order to complete the optimization within the
alloted time. This happens often in practice. Table 1 summarizes the typical evolution of
the quantities of interest with the three variables F , n, and ρ increase.

The solution of the optimization program (3) depends critically of which budget
constraint is active: constraint n < nmax on the number of examples, or constraint T <
Tmax on the training time.

1We often consider nested families of functions of the form Fc = {f ∈ H, Ω(f) ≤ c}. Then, for each
value of c, function fn is obtained by minimizing the regularized empirical risk En(f)+λΩ(f) for a suitable
choice of the Lagrange coefficient λ. We can then control the estimation-approximation tradeoff by choosing
λ instead of c.
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Table 1. Typical variations when F , n, and ρ increase.

F n ρ

Eapp (approximation error) ↘

Eest (estimation error) ↗ ↘

Eopt (optimization error) · · · · · · ↗

T (computation time) ↗ ↗ ↘

• We speak of small-scale learning problem when (3) is constrained by the maxi-
mal number of examples nmax. Since the computing time is not limited, we can
reduce the optimization error Eopt to insignificant levels by choosing ρ arbitrarily
small. The excess error is then dominated by the approximation and estimation
errors, Eapp and Eest. Taking n = nmax, we recover the approximation-estimation
tradeoff that is the object of abundant literature.

• We speak of large-scale learning problem when (3) is constrained by the max-
imal computing time Tmax. Approximate optimization, that is choosing ρ > 0,
possibly can achieve better generalization because more training examples can
be processed during the allowed time. The specifics depend on the computational
properties of the chosen optimization algorithm through the expression of the
computing time T (F , ρ, n).

2. The Asymptotics of Large-scale Learning

In the previous section, we have extended the classical approximation-estimation trade-
off by taking into account the optimization error. We have given an objective criterion to
distiguish small-scale and large-scale learning problems. In the small-scale case, we re-
cover the classical tradeoff between approximation and estimation. The large-scale case
is substantially different because it involves the computational complexity of the learning
algorithm. In order to clarify the large-scale learning tradeoff with sufficient generality,
this section makes several simplifications:

• We are studying upper bounds of the approximation, estimation, and optimiza-
tion errors (2). It is often accepted that these upper bounds give a realistic idea
of the actual convergence rates [9,10,11,12]. Another way to find comfort in this
approach is to say that we study guaranteed convergence rates instead of the pos-
sibly pathological special cases.

• We are studying the asymptotic properties of the tradeoff when the problem size
increases. Instead of carefully balancing the three terms, we write E = O(Eapp)+
O(Eest) +O(Eopt) and only need to ensure that the three terms decrease with the
same asymptotic rate.

• We are considering a fixed family of functions F and therefore avoid taking into
account the approximation error Eapp. This part of the tradeoff covers a wide
spectrum of practical realities such as choosing models and choosing features.
In the context of this work, we do not believe we can meaningfully address this
without discussing, for instance, the thorny issue of feature selection. Instead we
focus on the choice of optimization algorithm.

• Finally, in order to keep this paper short, we consider that the family of functions
F is linearly parametrized by a vector w ∈ R

d. We also assume that x, y and w
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are bounded, ensuring that there is a constant B such that 0 ≤ �(fw(x), y) ≤ B

and �(·, y) is Lipschitz.

We first explain how the uniform convergence bounds provide convergence rates that
take the optimization error into account. Then we discuss and compare the asymptotic
learning properties of several optimization algorithms.

2.1. Convergence of the Estimation and Optimization Errors

The optimization error Eopt depends directly on the optimization accuracy ρ. However,
the accuracy ρ involves the empirical quantity En(f̃n)−En(fn), whereas the optimiza-
tion error Eopt involves its expected counterpart E(f̃n) − E(fn). This section discusses
the impact on the optimization error Eopt and of the optimization accuracy ρ on general-
ization bounds that leverage the uniform convergence concepts pioneered by Vapnik and
Chervonenkis (e.g., [2].)

In this discussion, we use the letter c to refer to any positive constant. Multiple oc-
curences of the letter c do not necessarily imply that the constants have identical values.

2.1.1. Simple Uniform Convergence Bounds

Recall that we assume that F is linearly parametrized by w ∈ R
d. Elementary uniform

convergence results then state that

E

»
sup
f∈F

|E(f) − En(f)|

–
≤ c

r
d

n
,

where the expectation is taken with respect to the random choice of the training set.2 This
result immediately provides a bound on the estimation error:

Eest = E
ˆ `

E(fn) − En(fn)
´

+
`
En(fn) − En(f∗

F )
´

+
`
En(f∗

F ) − E(f∗

F )
´ ˜

≤ 2 E

»
sup
f∈F

|E(f) − En(f)|

–
≤ c

r
d

n
.

This same result also provides a combined bound for the estimation and optimization
errors:

Eest + Eopt = E
ˆ
E(f̃n) − En(f̃n)

˜
+ E

ˆ
En(f̃n) − En(fn)

˜
+ E [En(fn) − En(f∗

F )] + E [En(f∗

F ) − E(f∗

F )]

≤ c

r
d

n
+ ρ + 0 + c

r
d

n
= c

 
ρ +

r
d

n

!
.

Unfortunately, this convergence rate is known to be pessimistic in many important cases.
More sophisticated bounds are required.

2Although the original Vapnik-Chervonenkis bounds have the form c

q
d
n

log n
d

, the logarithmic term can
be eliminated using the “chaining” technique (e.g., [10].)
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2.1.2. Faster Rates in the Realizable Case

When the loss functions �(ŷ, y) is positive, with probability 1 − e−τ for any τ > 0,
relative uniform convergence bounds state that

sup
f∈F

E(f) − En(f)p
E(f)

≤ c

r
d

n
log

n

d
+

τ

n
.

This result is very useful because it provides faster convergence rates O(log n/n) in the
realizable case, that is when �(fn(xi), yi) = 0 for all training examples (xi, yi). We
have then En(fn) = 0, En(f̃n) ≤ ρ, and we can write

E(f̃n) − ρ ≤ c

q
E(f̃n)

r
d

n
log

n

d
+

τ

n
.

Viewing this as a second degree polynomial inequality in variable
√

E(f̃n), we obtain

E(f̃n) ≤ c

„
ρ +

d

n
log

n

d
+

τ

n

«
.

Integrating this inequality using a standard technique (see, e.g., [13]), we obtain a better
convergence rate of the combined estimation and optimization error:

Eest + Eopt = E

h
E(f̃n) − E(f∗

F )
i
≤ E

h
E(f̃n)

i
= c

„
ρ +

d

n
log

n

d

«
.

2.1.3. Fast Rate Bounds

Many authors (e.g., [10,4,12]) obtain fast statistical estimation rates in more general
conditions. These bounds have the general form

Eapp + Eest ≤ c

(
Eapp +

(
d

n
log

n

d

)α )
for

1

2
≤ α ≤ 1 . (4)

This result holds when one can establish the following variance condition:

∀f ∈ F E

[(
�(f(X), Y ) − �(f∗

F (X), Y )
)2

]
≤ c

(
E(f) − E(f∗

F )

)2− 1

α

. (5)

The convergence rate of (4) is described by the exponent α which is determined by the
quality of the variance bound (5). Works on fast statistical estimation identify two main
ways to establish such a variance condition.

• Exploiting the strict convexity of certain loss functions [12, theorem 12]. For
instance, Lee et al. [14] establish a O(log n/n) rate using the squared loss
�(ŷ, y) = (ŷ − y)2.

• Making assumptions on the data distribution. In the case of pattern recognition
problems, for instance, the “Tsybakov condition” indicates how cleanly the pos-
terior distributions P (y|x) cross near the optimal decision boundary [11,12]. The
realizable case discussed in section 2.1.2 can be viewed as an extreme case of
this.
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Despite their much greater complexity, fast rate estimation results can accomodate
the optimization accuracy ρ using essentially the methods illustrated in sections 2.1.1
and 2.1.2. We then obtain a bound of the form

E = Eapp + Eest + Eopt = E

h
E(f̃n) − E(f∗)

i
≤ c

„
Eapp +

„
d

n
log

n

d

«α

+ ρ

«
. (6)

For instance, a general result with α = 1 is provided by Massart [13, theorem 4.2]. Com-
bining this result with standard bounds on the complexity of classes of linear functions
(e.g., [10]) yields the following result:

E = Eapp + Eest + Eopt = E

h
E(f̃n) − E(f∗)

i
≤ c

„
Eapp +

d

n
log

n

d
+ ρ

«
. (7)

See also [15,4] for more bounds taking into account the optimization accuracy.

2.2. Gradient Optimization Algorithms

We now discuss and compare the asymptotic learning properties of four gradient opti-
mization algorithms. Recall that the family of function F is linearly parametrized by
w ∈ R

d. Let w∗
F

and wn correspond to the functions f∗
F

and fn defined in section 1. In
this section, we assume that the functions w �→ �(fw(x), y) are convex and twice differ-
entiable with continuous second derivatives. Convexity ensures that the empirical const
function C(w) = En(fw) has a single minimum.

Two matrices play an important role in the analysis: the Hessian matrix H and the
gradient covariance matrix G, both measured at the empirical optimum wn.

H =
∂2C

∂w2
(wn) = En

»
∂2�(fwn(x), y)

∂w2

–
, (8)

G = En

»„
∂�(fwn(x), y)

∂w

«„
∂�(fwn(x), y)

∂w

«′ –
. (9)

The relation between these two matrices depends on the chosen loss function. In order to
summarize them, we assume that there are constants λmax ≥ λmin > 0 and ν > 0 such
that, for any η > 0, we can choose the number of examples n large enough to ensure that
the following assertion is true with probability greater than 1 − η :

tr(G H−1) ≤ ν and EigenSpectrum(H) ⊂ [λmin , λmax ] (10)

The condition number κ = λmax/λmin is a good indicator of the difficulty of the opti-
mization [16].

The condition λmin > 0 avoids complications with stochastic gradient algorithms.
Note that this condition only implies strict convexity around the optimum. For in-
stance, consider the loss function � is obtained by smoothing the well known hinge loss
�(z, y) = max{0, 1−yz} in a small neighborhood of its non-differentiable points. Func-
tion C(w) is then piecewise linear with smoothed edges and vertices. It is not strictly
convex. However its minimum is likely to be on a smoothed vertex with a non singular
Hessian. When we have strict convexity, the argument of [12, theorem 12] yields fast
estimation rates α ≈ 1 in (4) and (6). This is not necessarily the case here.

The four algorithm considered in this paper use information about the gradient of
the cost function to iteratively update their current estimate w(t) of the parameter vector.
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• Gradient Descent (GD) iterates

w(t + 1) = w(t) − η
∂C

∂w
(w(t)) = w(t) − η

1

n

n∑
i=1

∂

∂w
�
(
fw(t)(xi), yi

)

where η > 0 is a small enough gain. GD is an algorithm with linear conver-
gence [16]. When η = 1/λmax, this algorithm requires O(κ log(1/ρ)) iterations
to reach accuracy ρ. The exact number of iterations depends on the choice of the
initial parameter vector.

• Second Order Gradient Descent (2GD) iterates

w(t + 1) = w(t) − H−1 ∂C

∂w
(w(t)) = w(t) −

1

n
H−1

n∑
i=1

∂

∂w
�
(
fw(t)(xi), yi

)

where matrix H−1 is the inverse of the Hessian matrix (8). This is more favorable
than Newton’s algorithm because we do not evaluate the local Hessian at each
iteration but simply assume that we know in advance the Hessian at the optimum.
2GD is a superlinear optimization algorithm with quadratic convergence [16].
When the cost is quadratic, a single iteration is sufficient. In the general case,
O(log log(1/ρ)) iterations are required to reach accuracy ρ.

• Stochastic Gradient Descent (SGD) picks a random training example (xt, yt) at
each iteration and updates the parameter w on the basis of this example only,

w(t + 1) = w(t) −
η

t

∂

∂w
�
(
fw(t)(xt), yt

)
.

Murata [17, section 2.2], characterizes the mean ES [w(t)] and variance VarS [w(t)]
with respect to the distribution implied by the random examples drawn from the
training set S at each iteration. Applying this result to the discrete training set dis-
tribution for η = 1/λmin, we have δw(t)2 = O(1/t) where δw(t) is a shorthand
notation for w(t) − wn.
We can then write

ES [ C(w(t)) − inf C ] = ES

ˆ
tr
`
H δw(t) δw(t)′

´˜
+ o
`

1
t

´
= tr

`
H ES [δw(t)] ES [δw(t)]′ + H VarS [w(t)]

´
+ o
`

1
t

´
≤ tr(GH)

t
+ o
`

1
t

´
≤ νκ2

t
+ o
`

1
t

´
.

(11)
Therefore the SGD algorithm reaches accuracy ρ after less than νκ2/ρ + o(1/ρ)
iterations on average. The SGD convergence is essentially limited by the stochas-
tic noise induced by the random choice of one example at each iteration. Neither
the initial value of the parameter vector w nor the total number of examples n
appear in the dominant term of this bound! When the training set is large, one
could reach the desired accuracy ρ measured on the whole training set without
even visiting all the training examples. This is in fact a kind of generalization
bound.
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Table 2. Asymptotic results for gradient algorithms (with probability 1). Compare the second last column
(time to optimize) with the last column (time to reach the excess test error ε).
Legend: n number of examples; d parameter dimension; κ, ν see equation (10).

Algorithm Cost of one Iterations Time to reach Time to reach

iteration to reach ρ accuracy ρ E ≤ c (Eapp + ε)

GD O(nd) O

“
κ log 1

ρ

”
O

“
ndκ log 1

ρ

”
O

“
d2 κ

ε1/α log2 1
ε

”

2GD O
`
d2 + nd

´
O

“
log log 1

ρ

”
O

“`
d2 + nd

´
log log 1

ρ

”
O

“
d2

ε1/α log 1
ε

log log 1
ε

”

SGD O(d) νκ2

ρ
+ o

“
1
ρ

”
O

“
dνκ2

ρ

”
O

“
d ν κ2

ε

”

The first three columns of table 2 report for each algorithm the time for a single
iteration, the number of iterations needed to reach a predefined accuracy ρ, and their
product, the time needed to reach accuracy ρ. These asymptotic results are valid with
probability 1, since the probability of their complement is smaller than η for any η > 0.

The fourth column bounds the time necessary to reduce the excess error E below
c (Eapp + ε) where c is the constant from (6). This is computed by observing that choos-
ing ρ ∼

`
d
n

log n
d

´α in (6) achieves the fastest rate for ε, with minimal computation time.
We can then use the asymptotic equivalences ρ ∼ ε and n ∼ d

ε1/α log 1
ε

. Setting the fourth
column expressions to Tmax and solving for ε yields the best excess error achieved by
each algorithm within the limited time Tmax . This provides the asymptotic solution of
the Estimation–Optimization tradeoff (3) for large scale problems satisfying our assump-
tions.

These results clearly show that the generalization performance of large-scale learn-
ing systems depends on both the statistical properties of the estimation procedure and the
computational properties of the chosen optimization algorithm. Their combination leads
to surprising consequences:

• The SGD result does not depend on the estimation rate α. When the estimation
rate is poor, there is less need to optimize accurately. That leaves time to process
more examples. A potentially more useful interpretation leverages the fact that
(11) is already a kind of generalization bound: its fast rate trumps the slower rate
assumed for the estimation error.

• Superlinear optimization brings little asymptotical improvements in ε. Although
the superlinear 2GD algorithm improves the logarithmic term, the learning perfor-
mance of all these algorithms is dominated by the polynomial term in (1/ε). This
explains why improving the constants d, κ and ν using preconditioning methods
and sensible software engineering often proves more effective than switching to
more sophisticated optimization techniques [18].

• The SGD algorithm yields the best generalization performance despite being the
worst optimization algorithm. This had been described before [19] in the case of
a second order stochastic gradient descent and observed in experiments.

In contrast, since the optimization error Eopt of small-scale learning systems can be
reduced to insignificant levels, their generalization performance is solely determined by
the statistical properties of their estimation procedure.
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Table 3. Results with linear SVM on the RCV1 dataset.

Model Algorithm Training Time Objective Test Error

Hinge loss, λ = 10−4

See [21,22].

SVMLight 23,642 secs 0.2275 6.02%

SVMPerf 66 secs 0.2278 6.03%

SGD 1.4 secs 0.2275 6.02%

Logistic loss, λ = 10−5

See [23].

LibLinear (ρ = 10−2) 30 secs 0.18907 5.68%

LibLinear (ρ = 10−3) 44 secs 0.18890 5.70%

SGD 2.3 secs 0.18893 5.66%
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Figure 1. Training time and testing loss as a
function of the optimization accuracy ρ for SGD
and LibLinear [23].

Figure 2. Testing loss versus training time for
SGD, and for Conjugate Gradients running on
subsets of the training set.

3. Experiments

This section empirically compares the SGD algorithm with other optimization algorithms
on a well-known text categorization task, the classification of documents belonging to
the CCAT category in the RCV1-v2 dataset [20]. Refer to http://leon.bottou.org/
projects/sgd for source code and for additional experiments that could not fit in this
paper because of space constraints.

In order to collect a large training set, we swap the RCV1-v2 official training and
test sets. The resulting training sets and testing sets contain 781,265 and 23,149 examples
respectively. The 47,152 TF/IDF features were recomputed on the basis of this new split.
We use a simple linear model with the usual hinge loss SVM objective function

min
w

C(w, b) =
λ

2
+

1

n

n∑
i=1

�(yt(wxt + b)) with �(z) = max{0, 1 − z} .

The first two rows of table 3 replicate earlier results [21] reported for the same data and
the same value of the hyper-parameter λ.

The third row of table 3 reports results obtained with the SGD algorithm

wt+1 = wt − ηt

(
λw +

∂�(yt(wxt + b))

∂w

)
with ηt =

1

λ(t + t0)
.

The bias b is updated similarly. Since λ is a lower bound of the smallest eigenvalue of
the hessian, our choice of gains ηt approximates the optimal schedule (see section 2.2 ).
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The offset t0 was chosen to ensure that the initial gain is comparable with the expected
size of the parameter w. The results clearly indicate that SGD offers a good alternative to
the usual SVM solvers. Comparable results were obtained in [22] using an algorithm that
essentially amounts to a stochastic gradient corrected by a projection step. Our results
indicates that the projection step is not an essential component of this performance.

Table 3 also reports results obtained with the logistic loss �(z) = log(1 + e−z) in
order to avoid the issues related to the nondifferentiability of the hinge loss. Note that this
experiment uses a much better value for λ. Our comparison points were obtained with a
state-of-the-art superlinear optimizer [23], for two values of the optimization accuracy ρ.
Yet the very simple SGD algorithm learns faster.

Figure 1 shows how much time each algorithm takes to reach a given optimization
accuracy. The superlinear algorithm reaches the optimum with 10 digits of accuracy
in less than one minute. The stochastic gradient starts more quickly but is unable to
deliver such a high accuracy. However the upper part of the figure clearly shows that the
testing set loss stops decreasing long before the moment where the superlinear algorithm
overcomes the stochastic gradient.

Figure 2 shows how the testing loss evolves with the training time. The stochastic
gradient descent curve can be compared with the curves obtained using conjugate gra-
dients3 on subsets of the training examples with increasing sizes. Assume for instance
that our computing time budget is 1 second. Running the conjugate gradient algorithm
on a random subset of 30000 training examples achieves a much better performance than
running it on the whole training set. How to guess the right subset size a priori remains
unclear. Meanwhile running the SGD algorithm on the full training set reaches the same
testing set performance much faster.

4. Conclusion

Taking in account budget constraints on both the number of examples and the compu-
tation time, we find qualitative differences between the generalization performance of
small-scale learning systems and large-scale learning systems. The generalization prop-
erties of large-scale learning systems depend on both the statistical properties of the es-
timation procedure and the computational properties of the optimization algorithm. We
illustrate this fact by deriving asymptotic results on gradient algorithms supported by an
experimental validation.

Considerable refinements of this framework can be expected. Extending the analysis
to regularized risk formulations would make results on the complexity of primal and
dual optimization algorithms [21,24] directly exploitable. The choice of surrogate loss
function [7,12] could also have a non-trivial impact in the large-scale case.
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Practical Feature Selection:

from Correlation to Causality

Isabelle Guyon 1

Abstract. Feature selection encompasses a wide variety of methods for selecting a

restricted number of input variables or “features”, which are “relevant” to a problem

at hand. In this chapter, we guide practitioners through the maze of methods, which

have recently appeared in the literature, particularly for supervised feature selec-

tion. Starting from the simplest methods of feature ranking with correlation coeffi-

cients, we branch in various direction and explore various topics, including “con-

ditional relevance”, “local relevance”, “multivariate selection”, and “causal rele-

vance”. We make recommendations for assessment methods and stress the impor-

tance of matching the complexity of the method employed to the available amount

of training data. Software and teaching material associated with this tutorial are

available [12].

Keywords. Feature selection, variable selection, correlation, causality, filters,

wrappers.

Introduction

Feature selection is a problem pervasive in all domains of application of machine learn-

ing and data mining: engineering applications, robotics and pattern recognition (speech,

handwriting, face recognition), Internet applications (text categorization), econometrics

and marketing applications and medical applications (diagnosis, prognosis, drug discov-

ery). Restricting the input space to a (small) subset of available input variables has obvi-

ous economical benefits in terms of data storage, computational requirements, and cost of

future data collection. It often also provides better data or model understanding and even

better prediction performance. This chapter is directed to practitioners who seek a brief

review of feature selection techniques and practical recommendations. We adopt a rather

informal style to avoid introducing a lot of notations. For more formal developments and

an extensive bibliography the readers will be referred, in the course of the chapter, to

selected readings from two recently published books on the subject [11,19]. We begin by

reviewing the goals and expectations of feature selection and the cases in which it may

not be needed. Then, starting from the simplest feature ranking methods with correla-

tion coefficients, we branch in various directions to introduce refinements, when then are

needed. We finish by a discussion of the problem of model selection, emphasizing that

many refinements come at the price of increasing the risk of overfitting.

1Address: 955 Creston Road, Berkeley, CA 94708, USA; E-mail: isabelle@clopinet.com.
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IOS Press, 2008
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1. Statement of the problem and motivations

In machine learning and data mining, there are many possible statements of the prob-

lem of feature selection. We place ourselves in this chapter in the context of super-
vised learning, in which data samples or “patterns” are recorded as vectors x of di-

mension N and a target variable y must be predicted. We will slightly generalize that

framework in the course of the chapter and extend it to non-vectorial data represen-

tations and non-scalar targets. We will allude to the case of unsupervised feature se-

lection, but not discuss it in details. In our simplified setting, pairs of training exam-

ples or training “patterns” {xi, yi}, i = 1, ...M are given in the form of a data matrix

X = [xij ](i = 1, ...M, j = 1, ...N) of dimensions (M, N), with column vectors Xj ,

and a target matrix Y = [yi] of dimension (M, 1). With a certain abuse of notation, we

will also call Y the random variable (RV) whose realizations in training data are the yi

and we will call Xj the RV for feature j. Until Section 3.4 we will assume that data are

i.i.d. (identically and independently distributed).

The primary goal we are pursuing is to make good predictions of the target variable y
for new patterns x. We call “predictor” the device making predictions, which may include

a learning machine, whose parameters can be adjusted using training data. Prediction

performances are evaluated with an objective function (or a “risk functional”) on some

test data, distinct from the training data. The feature selection problem consists in
making good predictions with as few variables/features as possible.2 In most of this

chapter, we bring back the problem of feature selection to that of selecting a set of feature

indices S of dimension Ns, corresponding to given columns of the data matrix, thus

implicitly assuming that the same features are useful for making predictions for any
pattern. In Section 2.5 we will generalize this framework to local feature selection, the

problem of selecting features, which are most predictive for single patterns.

Feature selection is a multi-objective problem, which has been formalized in differ-

ent ways, including minimizing a risk functional subject to using a number of selected

features Ns lower than a given threshold; or minimizing Ns subject to keeping the risk

lower than a given threshold. Such approaches, which include wrappers and embedded

methods discussed in Section 3, require adopting efficient search strategies to explore

the space of all possible feature subsets. Other approaches rank first the features with an

ad hoc criterion and then optimize prediction performances by considering nested sub-

sets of features built from that ordering. Two central questions must be answered before

tackling a new feature selection problem:

1. What do we want to achieve with feature selection?

2. Do we really need it?

Reasons for performing feature selection include:

• Improving performance prediction.

• Reducing computational requirements.

• Reducing data storage requirements.

• Reducing the cost of future measurements.

• Improving data or model understanding.

2I this chapter, we will not make a distinction between “variable” and “feature”. Such distinction may be

relevant though for algorithms building features from the original variables.
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The analysis of the results of recently organized benchmarks [10,13] reveals that

feature selection is seldom needed to improve prediction performance. A standard argu-

ment in favor of feature selection is that it is needed to “overcome the curse of dimen-

sionality”. For cases in which the data matrix is skinny (N � M ), many more features

than training examples), it may seem that feature selection is a requirement to avoid the

unfavorable case in which the number of free parameters of the model greatly exceeds

the number of training examples, a case known to yield poor “generalization” (poor per-

formance on test data) [25]. But, today’s state-of-the-art machine learning algorithms,

which have harnessed the problem of overfitting using powerful “regularization” tech-

niques do not require feature selection as a preprocessing step to perform well. These

include regularized kernel methods (such as Support Vector Machines (SVM), kernel

ridge or logistic regression, and Gaussian processes) and ensemble methods (such as

boosting and bagging [4]). These algorithms are described in standard textbooks [6,16]

and software is freely available on-line. In fact, in many cases, feature selection is more

harmful than useful because the process of feature selection is data hungry and the more

training data are used for feature selection, the less are available to perform model pa-

rameter estimation. So, improving performance prediction may, after all, not be the main

charter of feature selection. Rather, we may seek, for various other reasons, to limit the

number of features used, without significantly degrading performance.

2. Getting started: Feature ranking and nested subset methods

In this section, we tackle a first goal: reducing the number of features while least de-

grading performance. We do not necessarily seek to minimize the number of selected

features. In particular, we may satisfy ourselves with eliminating “irrelevant” features,

and leaving some redundancy among the selected features. Eliminating redundancy will

be addressed, to some extent, at the end of this section.

2.1. Feature ranking

To achieve our initial goal, we advocate the use of simple univariate feature ranking
with correlation coefficients, sometimes referred to as “filter” methods. Feature selection

is then performed by constructing nested subsets of features of increasing size, starting

from a subset of one feature (the most correlated to the target), and progressively adding

features (less and less correlated with the target). Models are built with every feature

subset and evaluated by cross-validation. A standard cross-validation method is 10-fold

cross-validation. We recommend using 10 times 10-fold cross-validation to reduce the

variance. We also recommend that a separate test set (not used for training or cross-

validation) be reserved for a final model testing. The suggested procedure is summarized

in Figure 1. At the expense of additional computational burden, the whole procedure can

be repeated multiple times (in an outer cross-validation loop) to reduce the variance of

performance prediction. Such simple filter methods have proved to work well in prac-

tice [7].

In step 4 of the algorithm, a number of state-of-the-art predictive models are suitable,

including SVM, kernel ridge regression, boosting and Random Forests. All the models

cited perform very well in challenges [10,13]. The choice may depend on computational

considerations.
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1. Reserve test data: Split the available data into training matrices {X, Y } and a test

matrices {Xt, Y t}. A column Xj of X represents the values taken by the jth feature

for all the patterns.

2. Choose criterion: Choose a ranking statistic R(Xj , Y ) (e.g. the absolute value of the

Pearson correlation coefficient).

3. Form subsets: Rank the features: R(Xr1
, Y ) ≤ R(Xr2

, Y ) ≤ ... ≤ R(XrN
, Y ); and

form nested subsets of features: S1 = {r1},S2 = {r1, r2}, ...,SN = {r1, r2, ..., rN}.

4. Cross-validate:

• Split the training data many times (e.g. 9/10th for training and 1/10th for testing),

each split being called a “fold”.

• Train models for each feature subset Sh and each data fold k and test them to obtain

the performance CV (h, k).
• Average CV (h, k) over all folds to obtain CV (h).
• Select the smallest feature set h∗ such that CV (h) is optimal or near optimal (ac-

cording to a predetermined threshold).

5. Evaluate on test data: Restricting the data to the feature subset Sh∗ , train on a model

the entire training set {X, Y } and test it on the test set {Xt, Y t}.

Figure 1. Feature ranking “filter” method.

2.2. Correlation

In step 2 of the algorithm, a ranking criterion must be chosen. The absolute value of the

Pearson correlation coefficient is a widely used ranking criterion, which we call PCC:

RPCC(Xj , Y ) = abs(
(Xj − Xj) · (Y − Y )√
(Xj − Xj)2

√
(Y − Y )2

) . (1)

The PCC is comprised between 0 and 1. It is proportional to the dot product between Xj

and Y , after variable standardization (subtracting the mean and dividing by the standard

deviation). The PCC is applicable to binary and continuous variables or target values,

which makes it very versatile. Categorical variables can be handled by using a complete

disjunctive coding (e.g. for 4 values [1 0 0 0], [0 1 0 0], [0 0 1 0], [0 0 0 1]).

The PCC is a measure of linear dependency between variables. Irrelevant variables

(independent of the target) should have a PCC value near zero, but a value of the PCC

near zero does not necessarily indicate that the variable is irrelevant: a non-linear depen-

dency may exist, which is not captured by the PCC. It is standard to perform simple data

preprocessing to reduce the impact of data non-linearities, e.g. taking the logarithm or

the square root of the features. Preprocessing is often guided by visual inspection of the

data, but it can be subjected to cross-validation. Two simple modifications of the PCC

can be made to add robustness against outliers and alleviate the need of preprocessing:

• Jacknife correlation coefficient: One large outlying value may result in a spu-

rious high correlation. A standard technique to avoid this problem is to repeat

the computation of the correlation coefficient M times, each time removing one

value, then averaging the results. The result is called “jacknife correlation coeffi-

cient”.
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• Spearman correlation coefficient: Rather than finding an appropriate non-linear

scaling of the variables, one may reduce the effect of non-linearities by replacing

the variable values by their rank. After this preprocessing, the Pearson correlation

coefficient is equivalent to the Spearman correlation coefficient.

Many criteria are closely related to the PCC. For instance the T-statistic, the so-

called signal-to-noise-ratio [8], and the F-statistic all give similar results for classifica-

tion problems, although differences in normalization differentiate when classes are un-

balanced. In the following sections, we are branching in several directions to overcome

the limitations of feature ranking with the PCC.

2.3. Mutual Information

We began this section by presenting the problem of feature selection as that of removing

“irrelevant” variables. Irrelevance of individual variables to the target may be defined in

terms of random variable independence:

P (Xj , Y ) = P (Xj)P (Y ) , (2)

this time denoting by “Xj” and “Y ” the random variables distributed like the jth feature

and like the target variable. We use in the following the notation (Xj ⊥ Y ) to denote

independence and (Xj �⊥ Y ) to denote dependence.

The Kullback-Leibler divergence, which measures the discrepancy between P (Xj , Y )
and P (Xj)P (Y ) can be used as a measure of irrelevance. This is nothing but the well-

know mutual information criterion (MIC). For discrete variables, the MIC is defined

as:

RMIC(Xj , Y ) =
∑
x,y

P (Xj = x, Y = y) log
P (Xj = x, Y = y)

P (Xj = x)P (Y = y)
. (3)

The MIC is a positive quantity, which may be estimated by frequency counts for discrete

variables. The advantage of using the MIC rather then the PCC is that dependency is

no longer reduced to linear dependency. The drawback is the MIC is harder to estimate

than the PCC, particularly for continuous variables. Other non-linear ranking criteria are

reviewed in reference [11], Chapter 3.

2.4. Conditional relevance

Our first take at feature selection was to rank features according to their individual rele-

vance to the target. Yet, some individually irrelevant features may become relevant in
the context of others. This is illustrated in Figure 2 by scatter plots of two-dimensional

binary classification problems.

It is commonly thought that feature ranking techniques cannot solve problems of

relevance “in context”. But actually, ranking criteria taking into account the context of

other features can be defined, using the notion of conditional dependency. For instance,

in Figure 2-a, X2 is independent of Y but it is conditionally dependent, given X1. Us-

ing conditional mutual information has been advocated by several authors (see refer-

ence [11], Chapter 6). However, when N � M conditioning on more than a few vari-

ables is impractical for computational and statistical reasons.
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(a) X2 ⊥ Y, X2 �⊥ Y |X1
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(b) X1 ⊥ Y, X2 ⊥ Y, {X1, X2} �⊥ Y

Figure 2. Multivariate dependencies. (a) Feature X2 is individually irrelevant to Y (X2 ⊥ Y ), but it be-

comes relevant in the context of feature X1 (X2 �⊥ Y |X1). (b) Two individually irrelevant features (X1 ⊥ Y

and X2 ⊥ Y ) become relevant when taken jointly ({X1, X2} �⊥ Y ).

Instead, one may use the Relief criterion [17] a heuristic criterion based on nearest neigh-

bors, which works well in practice for classification problems:

RRelief (j) =
M(j)

H(j)
=

∑M
i=1

∑K
k=1 |xi,j − xMk(i),j |∑M

i=1

∑K
k=1 |xi,j − xHk(i),j |

, (4)

To evaluate the criterion, first identify in the original feature space, for each example xi,

the K closest examples of the same class {xHk(i)}, k = 1...K (nearest hits) and the K
closest examples of a different class {xMk(i)} (nearest misses). All features are used to

compute the closest examples. Then, in projection on feature j, the sum M(j) of the

distances between the examples and their nearest misses is compared to the sum H(j)
of distances to their nearest hits. In Equation 4, we use the ratio of M(j) and H(j) to

create a criterion independent of feature scale variations. The difference M(j) − H(j)
was proposed in the original paper.

The Relief method works for multi-class problems, and it can be extended to con-

tinuous targets. One possible extension of Relief to continuous targets is to replace dis-

tances by similarities or “kernels” and define a “kernel alignment criterion”, inspired by

the “kernel alignment” idea [5]:

RAlign(j) =
∑

i

∑
k

κ(yi, yk)kj(xi,xk)K(xi,xk) , (5)

where [κ(yi, yk)] is a (M,M) similarity matrix between target values (e.g. the simple

outer product Y Y T or the correlation matrix), [K(xi,xk)] is a (M,M) similarity matrix

between patterns, and [kj(xi,xk)] is a (M,M) similarity matrix between patterns, pro-

jected on features j. The kernel alignment criterion is proportional to the square of the

Pearson correlation coefficient if K(xi,xk) ≡ 1 and [κ(yi, yk)] and [kj(xi,xk)] are the

correlation matrices. For classification, it can be thought of a Parzen windows version of

Relief. It is closely related to the Hilbert-Schmidt criterion [9]. Many other extensions of

Relief have been proposed, see reference [19], Chapter 9, for a review.
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2.5. Local relevance

Another extension of the Relief methodology is to select variables relevant to given pat-

terns, rather than variables relevant to all patterns. This is the concept of “local feature

selection”, which is illustrated by the following criterion, in the case of classification

problems:

RLocal(i, j) =

∑K
k=1 |xi,j − xMk(i),j |∑K
k=1 |xi,j − xHk(i),j |

. (6)

Compared to formula 4, we have suppressed the summation over all patterns. A similar

extension of formula 5 can be made. Local feature selection can be married with many

kernel methods for building predictive models, since kernel methods are based on com-

parisons of a new example to stored patterns, and are amenable to using a different fea-

ture set for each pattern. Other examples of local feature selection methods are found in

reference [19], Chapter 11. The concept of local feature selection lends itself to general-

izing feature selection to patterns not composed of a fixed number of features, like vari-

able length strings or graphs, since it relies only on pairwise comparisons between pat-

terns. However, despite its attractiveness it remains under-explored, one primary reason

being that it is very difficult to overcome the overfitting problem.

2.6. Forward selection and backward elimination

Up to now, we have not been preoccupied by the problem of feature redundancy, we have

only tried to eliminate irrelevant features. We now examine methods, which eliminate

feature redundancy to some extent. The basic principle is to use conditioning on subsets

of other variables. Two approaches can be taken:

• Forward selection: Starting from an empty subset of variables, add progressively

variables, which are relevant, given previously selected variables.

• Backward elimination: Starting from all variables, remove progressively vari-

ables, which are irrelevant, given the remaining selected variables.

Conditional mutual information has been advocated by several authors (for a review

of information-theoretic methods, see reference [11], Chapter 6). However, it is plagued

by the difficulty of estimating mutual information. An alternative method, particularly

useful in practice, is the Gram-Schmidt orthogonalization procedure. It extends the

PCC ranking to forward selection by adding progressively variables, which correlate

to the target, in the space orthogonal to the variables already selected. See Appendix

A for a Matlab code implementation of [22]. A typical example of a backward elimi-
nation procedure is the RFE SVM (Recursive Feature Elimination Support Vector ma-

chine) [14]. For the linear SVM, it boils down to training first on all features, eliminating

the feature with smallest weight in absolute value, and iterating until no feature remains.

A non-linear version extends it to the non-linear SVM. The procedure bears a lot of

similarity with the unsupervised “gene shaving” method [15], which uses eigenvalues in

lieu of weights to perform the elimination procedure. One also easily sees that the Relief

criterion and the kernel alignment criterion (Equations 4 and 5) can be extended to do

forward selection and backward elimination. It suffices to replace the projection onto a

single feature by a projection on a subset of features.
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Both forward selection (FS) and backward elimination (BE) algorithms yield nested

subsets of features. Thus, they are similar in spirit to feature ranking algorithms and

selecting the optimum number of features can be performed by the procedure outlined

in Figure 1. The two types of methods have different advantages and disadvantages. BS

selects features using the context of all features not eliminated so far and therefore is

more capable of finding complementary features than FS. However, for BS a catastrophic

performance degradation is often observed for the smallest nested subsets. In contrast,

for FS, even the smallest nested subsets are predictive, which is an advantage if one wants

to trade performance for number of features.

3. Moving on: Optimal subset search

Nested subset methods described in the previous section are sub-optimal with respect

to finding the most predictive feature subset because they are greedy methods (once a

feature has been removed or added, its inclusion in the selected feature set is not ques-

tioned again). We examine now strategies in which the entire space of feature subsets is

searched for an optimal feature subset. Before undertaking such an endeavor, we must

define a criterion of optimality for feature subsets. The notion of conditional variable

independence and “Markov blankets” provides us with such a criterion.

3.1. Markov blankets

Following [20], we define a Markov blanket of Y as a subset M of random variables

included in the set X of all variables such that Y is conditionally independent of all other

variables given M. In other words, M in an Markov blanket iff :

Y ⊥ (X − M) | M .

A minimal Markov blanket is called a Markov boundary (MB) [20]. There are var-

ious other Markov blanket/boundary definitions and Markov boundaries are not neces-

sarily unique, but to simplify the discussion, we will talk here about “the MB”. The con-

ditional independence between the target variable and the other variables given the MB

implies that all the other variables are truly non informative once the MB is given and

can therefore be discarded. This makes the MB a good candidate for an optimal feature

subset.

Kohavi and John [18] make a distinction between strong and weak relevance.

Tsamardinos and collaborators [24] proved that, under certain conditions, the MB is the

set of strongly relevant features. Other “relevant” features, in the sense that adding them

to a subset of previously selected features changes the posterior probability of Y , are

called “weakly relevant”.

The MB captures a certain notion of relevance, but it is not universally optimum.

Kohavi and John [18] make a distinction between “relevance” and “usefulness”. Not
all strongly relevant features (belonging to the MB) are necessarily “useful” with
respect to a given objective.
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Figure 3. Objective-dependent relevance. (a) Feature X2 is individually irrelevant to Y (X2 ⊥ Y ). But, it is

“relevant” in the context of feature X1 (X2 �⊥ Y |X1), with respect to the estimation of posterior probabilities:

P (Y |X1, X2 = x2) �= P (Y |X1) for half of the values of x2. However, feature X2 does not contribute

to improving classification (the vertical dashed line is the optimum Bayes classification boundary). Hence

different objectives yield different feature relevance criteria.

An illustrative example for a two-class classification problem is given in Figure 3.

By construction, the examples at the top of the figure are labeled randomly, while the

examples at the bottom left of the figure all belong to one class, and those at the bottom
right to the other class. Hence, feature X2 is instrumental in determining the posterior

probability distribution of Y . Yet, the optimum Bayes decision boundary is a vertical line,

i.e. feature X2 is not helpful to make optimal classification decisions. In this example, if

the objective is to minimize classification error, X2 is not useful, but if the objective is to

predict the distribution of Y , it is useful. Even more interestingly, some “useful” features

cannot be called “relevant” in any reasonable sense. For instance, for a linear predictor,

a feature clamped to a constant value can be “useful” as a means of introducing a bias

value, but can hardly be called “relevant”.

Thus, even though efficient algorithms to compute the MB have been devised

(e.g. [24]), it may be preferable to resort to algorithms, which directly optimize the

feature subset for given predictors and objective functions. Those will now be reviewed.

3.2. Wrappers

Wrappers are methods, which use any machine learning algorithm as a black box, and

search the space of all possible feature subsets to build a predictor with optimum perfor-

mances. The methodology differs from the step-by-step procedure outlined in Figure 1

only in steps 2 and 3:

2. Choose criterion: Choose a search strategy to navigate in the space of 2N feature

subsets.

3. Form subsets: Select an ensemble of feature subsets to be investigated or gener-

ate new feature subsets iteratively until a stopping criterion is met.

Many search strategies exist, including exhaustive search, beam search, branch and

bound, genetic algorithms, simulated annealing, greedy search, to only name a few. For a

review, see reference [11], Chapter 4. Extensive search strategies are prone to overfitting
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for reasons, which will be explained in Section 4.1. Thus, unless a lot of training data are

available, the best performing methods are closely related to “greedy search”. Greedy

search methods include forward selection and backward elimination procedures, which

we have already mentioned in Section 2.6. These two approaches have been combined

to increase the effectiveness of search, by alternating backward elimination and forward

selection, until a stopping criterion is met.

3.3. Embedded methods

Embedded methods refer to a wide variety of techniques in which training data are given

to a learning machine, which returns a predictor and a subset of features on which it

performs predictions. Feature selection is performed in the process of learning, which

saves the trouble of a two-step induction process.

Embedded methods include algorithms, which optimize a regularized risk functional

J with respect to two sets of parameters: the parameters of the learning machine α, and

parameters σ ∈ {0, 1}N indicating which features are selected. Typically, such algo-

rithms alternate two steps until convergence:

minα J(α, σ) (7)

minσ J(α, σ) . (8)

To facilitate the task of the learning algorithms and allow using parameter search meth-
ods like gradient descent, the indicator vector σ ∈ {0, 1}N is sometimes replaced by

continuous scaling factors σ ∈ [0, 1]N (see reference [11], Chapter 5). A threshold on the

scaling factors must be applied when the algorithm terminates selecting features. RFE

SVM already mentioned in Section 2.6, may also be considered an embedded approach

since it alternates training an SVM and eliminating the feature that least degrades the risk

functional (corresponding simply to the feature with smallest weight in absolute value,

for the linear SVM). There is a similar method called “multiplicative updates” or zero-

norm method, which consists in training a regular SVM, re-scaling its inputs with the

absolute values of the weights, and iterating until convergence [27]. This method can be

shown to approximately minimize the zero-norm (defined as the number of selected fea-

tures), under the constraint that training examples are well classified. The regular SVM,

which minimizes the two-norm (Euclidean norm) does not have an embedded mecha-

nism of feature selection. But another variant, which minimizes the one-norm (sum of

the absolute value of the weights) also has the property that some of the weights are au-

tomatically driven to zero, and therefore qualifies as an embedded method [1,23]. One

advantage of these methods is that they converge to an optimum feature subset and do

not require performing cross-validation. See Section 4.3 for details.

The above mentioned methods have the flavor of backward elimination procedures.

Other methods proceed in a forward selection manner. For example, tree classifiers

(e.g. [21]) iteratively select variables to partition the data such that the data sub-divisions

progressively contain a lesser variety of class labels. The RF method, which has been

successful in challenges [4,10,13], follows this approach. Thus, a variable is selected

only if it is “relevant”, conditioned on previously selected variables. Data grid models [2]

also partition data like trees, but not hierarchically. They provide a piecewise constant

approximation to the data distribution. In the course of learning, variables whose opti-

mal discretization consist in a single interval, are deemed uninformative and naturally

eliminated.
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Figure 4. Manipulations. The gray shaded nodes represents the Markov boundary of the target variable:

“Lung Cancer”. In the manipulated graph (b), the four manipulated nodes (“Yellow Fingers”, “Smoking”,

“Attention Disorder”, and “Fatigue”) are emphasized. As a result of being manipulated, they are disconnected

from their original causes. The Markov boundary in graph (b) no longer includes the “Fatigue” node.

3.4. Causal feature selection

Thus far, we have always assumed that data are i.i.d. and, in particular, that the training

and test sets are distributed similarly. This is often NOT the case in practice. We consider

in this section a particular case of distribution shift, which results from “manipulations”

of the data by an “external agent”. This gives rise to the distinction between features,

which are “causes” of the target, and features, which are “consequences” of the target.

Motivation. In the case of i.i.d. data, feature selection is not concerned with causal-

ity: causes and consequences of the target are both predictive. For example, to predict

lung cancer, smoking (a possible cause) may be as predictive as coughing (a possible

consequence). However, acting on a cause may result in a change in the target while act-

ing on a consequence will not. Oftentimes experiments are required to determine causal

relationships. But many experiments are impractical, costly or unethical. For example,

preventing people from smoking may be costly, forcing them to smoke would be uneth-

ical. For this reason, it is important to develop algorithms capable of “causal feature se-

lection” to select variables, which truly influence the target when actions are performed.

For instance, we would like to know, before enforcing a new policy preventing to smoke

in public place, whether this will be beneficial to public health.

Markov blankets revisited. Bayesian networks are often used to uncover causal

relationships. Informally, a Bayesian network (BN) is a graph whose nodes are ran-

dom variables and vertices represent conditional probabilities. The Markov condition

states that a node is independent of non-descendants given its parents. Hence, the data

of P (X|parents(X)) is sufficient to calculate all conditional variable dependencies.

Causal Bayesian networks are Bayesian networks in which arcs are interpreted as causal

relationships. In a wide range of practical cases, the Markov boundary (MB) (see Sec-

tion 3.1) coincides with the set of parents (direct causes), children (direct effects), and

spouses (direct causes of direct effects). We show an example in Figure 4-a.

If test data are drawn from the same distribution as training data, the MB does not

change and its optimality with respect to making predictions remains the same. However,
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if test data are manipulated (Figure 4-a) i.e. some nodes are set to given values by an

external agent and therefore disconnected from their original causes, the MB shrinks to

a subset of the original MB. With only the knowledge of which features are going to be

manipulated and without actually seeing any test data, if the edges of the network are

properly oriented to indicate causal relationships, we can infer which nodes of the MB

will no longer be predictive features. Note that, in this framework, the target is NOT

manipulated. Hence, no matter which manipulations are performed to the variables, the

direct causes of Y will always be predictive. In particular, if all variables (other than Y )

are manipulated, only the direct causes of Y are predictive.

There exist efficient algorithms to determine the local causal neighborhood of the

target, see reference [19], Chapter 4, for a review. It should be noted though that several

causal graphs may be consistent with the data distribution and therefore not all causal

relationships can be determined from “observational data” alone. One must resort to

performing some experiments, if such ambiguous causal relationships are to be resolved.

4. Assessment methods

In this section, we discuss methods of model selection and performance prediction.

4.1. Cross-validation

In previous sections, we have advocated cross-validation (see Figure 1). But we have not

made recommendations for the value of K in K-fold cross-validation beyond mentioning

that most practitioners choose the one-size-fit-all value K = 10. This section sheds light

on this problem.

For simplicity of the discussion, we consider a single split of the training data into m
training examples and p validation examples, m + p = M (for a total of M training ex-

amples). This could eventually be repeated K times in a cross-validation loop. As before,

we pursue the goal of obtaining best “generalization” performance, i.e. performance on

“future” data, represented by the separate test set, which we reserved and do not touch

during training. Feature selection is cast into a two-level inference problem: the training

set is used to adjust the parameters of the predictive model, whereas the validation set is

used to select the feature set. We are interested in studying the statistical complexity of

the second level of inference (feature selection). That level consists in selecting among

a discrete number of predictive models, corresponding to all the feature subsets under

investigation. Because we select among a discrete number of models, the following type

of bound applies, for classification problem [25]:

Egene ≤ Evalid + f(
logNs

p
) , (9)

where Egene is the generalization error, Ns is the number of selected feature, p is

the number of validation examples, Evalid the validation set error, and f(.) is a non-

decreasing function of logNs/p, which also depends on the confidence with which the

bound applies. Importantly, logNs is a measure of complexity of the feature selection

problem since the ratio logNs/p governs generalization performances. In that respect,

Ns should be made as small as possible and p as large as possible.
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Table 1. Complexity of feature selection methods.

Method Number of subsets tried: Ns Complexity: O(log Ns)

Feature ranking and nested subset methods N log N

Greedy wrappers N(N + 1)/2 log N

Exhaustive search wrappers 2N N

Unfortunately increasing p means reducing the number of training examples m and re-

ducing Ns means reducing our chances of finding the optimal feature subset, both of

which might result in increasing Evalid. So this might not have the expected beneficial

effect on Egene.

Table 1 gives an order of magnitude of the complexity of a few feature selection

methods. A rule-of-thumb to avoid overfitting at the second level of inference is that
logNs must be commensurate to p. It easily understood why nested subset methods and

greedy wrappers performing forward selection or backward elimination run much less

at risk of overfitting than exhaustive search wrappers: they require only p = O(logN)
examples instead of p = O(N) examples. This is why they have been widely deployed

in applications such as genomics and proteomics, text processing, and imaging where

the number of features is in the tens of thousands, while the number of training examples

remains orders of magnitude smaller. Wrapper methods, which explore an number of

subsets exponential in the number of features, are only suitable if the number of training

examples exceeds the number of features.

We examine in the next sections alternatives to two-level of inference methods,

which save the burden of splitting the training data, and are computationally less expen-

sive than cross-validation.

4.2. Statistical tests

Statistical tests are often used to assess the significance of individual features for fea-

ture ranking methods, in the following way. The ranking criterion R is thought of as a

statistic, which is distributed in a certain way for irrelevant features. If for a given fea-
ture j, R(j) significantly departs from the expected value of R for irrelevant fea-
tures, that feature is called “relevant”. The “null hypothesis” to be tested is that the

feature is irrelevant. This method is easily applied to ranking criteria, which are already

tabulated statistics, like the Pearson correlation coefficient, the T-statistic, the F-statistic,

the G-statistic, etc. Other ranking criteria like the Relief criterion or the “kernel align-

ment” criterion (Section 2.4), are not tabulated statistics. For these, we can emulate the

distribution of irrelevant features with artificially generated “probe” variables, which are

added to the original data matrix. Typically, one uses permutations of the values of the

columns of the data matrix as probes and the pvalue of the test for a given (real) feature

j is approximated by:

pval(j) =
Nsp

Np
,

where Nsp is the number of selected probes, i.e. the number of probes having a value of R
greater than R(j), and Np is the total number of probes. Obviously, the larger the number

of probes, the better the approximation. With this method, one is left with the choice of

setting a threshold on the pvalue to select the most significant features: small pvalues
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shed doubt on the validity of the null hypothesis that the feature is irrelevant, i.e. relevant

features should have small pvalues, which translates in few “probes” having a higher

rank. The choice of the threshold of significance must take into account the problem

of multiple testing, because we generally select simultaneously multiple features. This

can be handled with the simple Bonferroni correction, which consist in multiplying the

pvalue by N . However, this correction is generally too conservative and one prefers

setting a threshold on the “false discovery rate”, the fraction of features falsely called
significant among the selected features, which is estimated by:

FDR(j) = pvalue(j)
N

Ns
,

where N is the total number of features and Ns the number of selected features. See

reference [11] Chapter 2 for details.

Statistical tests may also be used to assess the significance of features for multi-

variate methods, which select an optimal feature subset rather than ranking individual

features. The model built from the set of selected features is taken as reference or “null

model”. A test is performed on the significance of the difference between the null model

and a model built with one feature removed. Closed form tabulated statistics can some-

times be derived. The example of the Gram-Schmidt method is treated in reference [11]

Chapter 2.

We do not generally recommend using statistical tests for selecting an optimum

number of features in lieu of using cross-validation because there is usually little corre-

lation between the prediction performance of the predictor and the fraction of false posi-

tive. Rather, the FDR is a useful complementary feature subset quality control indicator.

4.3. Penalty-based methods

Statistical tests are a disguised way of using the “training error” for model selection. In

that respect, it is not surprising that they should not perform as well as cross-validation in

most cases. There is another alternative to cross-validation, which lumps the two levels of

inference into one: penalty-based methods. The general idea is the following: The “train-

ing error” is overly optimistic to evaluate model performance (since it has been mini-

mized over the parameters of the model); hence, to become useful, it must be augmented

by a penalty term (see e.g. [25]). Two types of penalty-based methods are presently

most popular: Structural Risk Minimization (SRM) and Bayesian methods. Even though

they are based on different theoretical arguments, they often end up with similar penalty

terms, which penalize more complex models.

A classical example is that of weight “shrinkage”. For a linear predictor f(x) =
wx + b, the SRM method advocates building a structure to rank models in order of

increasing complexity, based on the Euclidean norm (or 2-norm) of the weight vector

‖w‖2. In the Bayesian framework, this is equivalent to choosing a prior on the weights

centered on ‖w‖2 = 0. The resulting penalty term is proportional to ‖w‖2
2. Depending

on the choice of the norm and of the loss function, various methods are obtained, in-

cluding ridge regression and Support Vector Machines (SVM) for the 2-norm, lasso and

1-norm SVM for the 1-norm, and 0-norm SVM for the 0-norm. See reference [11] Chap-

ter 1 for other examples and more details. As previously mentioned in Section 3.3, the

2-norm methods do not perform feature selection while the 1-norm and 0-norm methods
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do. These last 2 types of methods converge to an optimal feature subset in the process

of training. Some authors have reported that penalty-based methods may overfit in some

sense by selecting too few features. Cross-validation may be used as a halting criterion

to overcome this problem [27]. But then of course the benefit of penalty-based method

is partially lost.

4.4. Ensemble methods and stability

A discussion of model selection would not be complete without mentioning that ensem-

ble and Bayesian methods, which pool a large number of solutions and “vote” among

them, circumvent the problem of choosing a single one and often yield better results. A

typical “frequentist” approach is to use “bagging” to obtain feature subset diversity by

resampling the training data set and/or the feature set before feature selection. Such is the

underlying methodology of Random Forests (RF) [4]. A more popular approach among

Bayesians is to use Markov Chain Monte Carlo methods, both searching for useful fea-

ture subsets and attributing them a “weight” (the posterior probability of the feature sub-

set) [26]. Generally, two approaches can be taken:

1. Using a committee of predictors, each based on a different feature subset (the

voting weights are based on the expected individual prediction performance of

the committee members, as determined e.g. by cross-validation).

2. Pooling the feature sets, retaining only the features, which are most often selected

among the best feature sets encountered. A single predictor is then built from the

pooled set.

The performance improvement obtained by ensemble methods is generally at-

tributed to a reduction in “variance” or “instability”. Formal relations between general-

ization performance and stability have been established [3]. Since multivariate methods

often yield instable results, a lot of effort has been concentrating on stabilizing multi-

variate methods. While both approached (1) and (2) mentioned above are applicable to

univariate methods, approach (2) does not guarantee that the feature set obtained will

be optimal for multivariate methods since there is not necessarily a complementarity of

features in a pooled set. If one seeks a stable complementary subset of features, one can

resort to computing a feature subset “centroid”, e.g. the feature subset closest on average

to all selected feature subsets, according to some edit distance.

5. Conclusion

Feature selection is a multi-faceted problem, which has evolved over the past few years

from a collection of mostly heuristic methods to a theoretically grounded methodology.

In this chapter, we took a few snapshots of the kaleidoscope of existing methods to guide

practitioners towards the best solution to their particular problem. Our final recommen-

dation is to always start with the simplest methods (e.g. univariate feature ranking with

correlation coefficients) and add complexity only as needed. Many promising avenues

remain under-explored, such as “local” or “causal” feature selection, or even “dynamic”

feature selection, in which features are selected on-the-fly, like in the game of 20 ques-

tions 3.

3In the game of 20 questions, you can ask 20 questions, which can be answered by “yes” or “no” to guess

the identity of an object. Each question can be thought of as a feature. If the feature set is restricted and the
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goal of the game is replaced by guessing an attribute, which cannot be queried, the game of 20 questions is a
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A. Forward selection with Gram-Schmidt orthogonalization

function idx = gram_schmidt(X, Y, featnum)
%idx = gram_schmidt(X, Y, featnum)
% Feature selection by Gram Schmidt orthogonalization.
% X -- Data matrix (m, n), m patterns, n features.
% Y -- Target vector (m,1).
% featnum -- Number of features selected.
% idx -- Ordered indices of the features (best first.)

[m, N]=size(X);
if nargin<3 | isempty(featnum), featnum=min(m,N); end
idx=zeros(1,featnum); w=zeros(1,featnum);
rss=zeros(1,featnum); % Residual sum of squares
colid=1:N; % Original feature numbering
n=N;
for k=1:featnum % Main loop over features

fprintf(’\nTraining on feature set size: %d\n’, N-n+1);
% Normalize
%(subtract the mean to get a correlation rather that a cos)
XN=sqrt(sum(X.ˆ2)); % Norms of the feature vectors
XN(XN==0)=eps;
X_norma = X./repmat(XN, m,1); % Normalized feature matrix
% Project onto Y
y_proj = sum(repmat(Y, 1, n).*X_norma);
ay_proj=abs(y_proj);
% Find the direction of maximum projection
[maxval, maxidx] = max(ay_proj); % Dir. of max. proj.
idx(k)=colid(maxidx); % Index of that feature
% Update the model
w(k)=y_proj(maxidx)/XN(maxidx); % Weight of that feature
Y_proj = w(k)*X(:,maxidx); % Proj. Y on dir. X(:,maxidx)
Y_residual = Y - Y_proj; % New residual
rss(k) = sum(Y_residual.ˆ2); % Residual error model
% Compute the residual X vectors
X_proj = sum(repmat(X_norma(:,maxidx),1,n).*X);
X_residual = X-repmat(X_proj, m, 1).* ...

repmat(X_norma(:,maxidx), 1, n);
% Change the matrix to iterate
Y=Y_residual;
X=X_residual(:, [1:maxidx-1,maxidx+1:n]);
colid=colid([1:maxidx-1,maxidx+1:n]);
n=n-1;
fprintf(’Training mse: %5.2f\n’, rss(k)/m);
fprintf(’Features selected:\nidx=[’);
fprintf(’%d ’,idx(1:k));
fprintf(’]\n’);

end
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Abstract. Today data mining is more and more extensively used by very compet-
itive enterprises. This development, brought by the increasing availability of mas-
sive datasets, is only possible if solutions to challenges, both theoretic and opera-
tional, are found: identify algorithms which can be used to produce models when
datasets have thousands of variables and millions of observations; learn how to run
and control the correct execution of hundreds of models; automate the data mining
process. We will present these constraints in industrial contexts; we will show how
to exploit theoretical results (coming from Vladimir Vapnik’s work) to produce ro-
bust models; we will give a few examples of real-life applications. We will thus
demonstrate that it is indeed possible to industrialize data mining so as to turn it
into an easy-to-use component whenever data is available.

Keywords. Data Mining, Robustness, Scaling, Statistical Learning Theory, Structural
Risk Minimization.

Introduction

Data mining is a scientific domain which has progressively emerged from the conver-
gence of various fields: statistics (1900-1990); cybernetics (1940-1970); machine learn-
ing, artificial intelligence, pattern recognition, decision trees and neural networks (1970-
1990), statistical learning theory (1980-2000). In the past 10 years, data mining has fi-
nally developed into a strong domain thanks also to computer science which has provided
the technical means to handle massive datasets (fast computers, large cheap memory and
hard disks, fast data bases, networks, . . . ). However, such volumes impose specific con-
straints for data mining techniques to be efficient. We will show in this chapter how we
have used Vladimir Vapnik’s theoretical work (Statistical Learning Theory, Structural
Risk Minimization) to handle these constraints and implement an industrial data mining
tool: KXEN Analytic Framework.

Today, there exist many techniques in data mining [1] allowing to process large size
problems: however, in practice, companies very often are still unable to exploit all the
data they have and produce all the models they need [2]. This is in large part due to the
poor productivity of existing tools, which, being usable by experts only, so far impose a
“craftsman” development mode for data mining applications (Figure 1).
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Figure 1. Gartner Analysis (from [2] left and [6] right)

1. The industrial context

Data sources nowadays are limitless and volumes grow exponentially: for example, at
Yahoo! around 16 B transactions are produced every day, which translate into 10 Tbytes
[3]; a large retailer (3000 stores) generate 300 M events from RFID tags per day [4];
the social network of Microsoft Instant Messenger has 240 M nodes [5]; mobile phone
networks generate hundreds of million customer Call Detailed Records (CDR) per day
and, for a large American metropolis, over 40M events per day over the technical mobile
network. So data are plentiful. But, collecting and integrating data into a database still
remains a very expensive task. When that task has been completed though, companies
want to take advantage of it: needs for analysis thus grow, not as fast as the available
data yet (Figure 1). Missing to fully exploit all available data produces gaps in knowl-
edge and capacity to take actions, thus preventing companies to get the full Return On
their Investment in producing the database. This failure is largely linked to the existing
data mining tools: when being used by experts, they only allow to produce models in a
craftsman fashion, when industrial production is required (Figure 1).

1.1. Which benefits do analyses bring ?

Data mining analysis allows companies to answer many questions and thus to become
more efficient. For example, when launching a marketing campaign, a model is built
to define a target optimized to yield best returns for smallest size (see an example in
Section 4). Building more focused models can indeed increase the overall precision but
the number of models is much larger. For example, a telecom company might want to
build different scores for 20 geographic regions, 10 customer segments, 20 products
and 10 score types (acquisition, cross-selling and up-selling, retention, fraud, . . . ): this
results in 20 x 10 x 20 x 10 = 40,000 detailed models, which, by working on a more
homogeneous population, produce smaller targets with better returns.

Today, most companies have a “gap” in their capacity to produce models and take
action based upon them (Figure 1). Yet, the ability to produce data mining analyses in an
industrial fashion is a key competitive factor: T. Davenport [7] shows how market leaders
are “analytical competitors”. He mentions for example Netflix, a leader in DVD rental,
which produces 1 Billion predictions per day! Of course, such ability heavily relies on
the data process the company has managed to put in place.
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Figure 2. Data collection

1.2. Data

1.2.1. Data collection

The data collection process main complexity comes from the sheer number and hetero-
geneity of data sources: one needs to identify all the existing sources, to put in place col-
lection mechanisms, to define a metadata dictionary and rules to align, manipulate and
transform the data so as to finally produce the Analytical Dataset (ADS) from which
models will be built. Figure 2 illustrates this process in the case of customer knowledge
analysis. Of course, one can assemble an ADS without building a datawarehouse, but
ultimately, if the number of models grows, one will need to industrialize the analysis
process and it will be necessary to have a database in place.

1.2.2. Data Preparation

Most of the time, the datawarehouse is a multi-domain database, containing historical
data from across the enterprise. In order to implement data mining analyses, one must
choose in the datawarehouse the variables to be included into the ADS. Very often, trans-
formations meaningful for the particular business or intended analysis will be made, pro-
ducing new variables, such as aggregates, differences, ratios, transitions, . . . Then one
will assess the data quality and finally, depending upon the algorithms and tools used,
variables will need to be recoded (continuous or nominal variables. . . ). This stage usually
takes up more than half the time needed to implement a data mining analysis [8]

1.2.3. Data Quality

Data quality (distribution, missing data, outliers, correlations . . . ) should be checked
and maintained as high as possible: data must be exact, non redundant, complete . . .
However, in practice, data quality is never perfect: data may be poorly entered, duplicates
created, . . . a good data mining technique must thus be robust with respect to these
quality problems.

In particular, processing missing values can be done in various ways: either by elim-
inating all observations with missing values (of course, one might need to eliminate
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many observations, especially when there are many variables !); or by replacing missing
values through imputation of estimated values (most frequent category, average), which
poses problems when values are not MAR (missing at random). Another solution used
by KXEN is to create a special value KxMissing and handle it as any other value of the
variable (cf Section 3.2 below).

1.2.4. Data Type

Today, most analyses use structured data coming from databases, flat files, spread-sheets
. . . However, more and more, non structured sources are becoming available: text (Web
pages, SMS, emails, RSS flux, . . . ), multimedia (video, MMS, music). Non structured
data volumes already account in average for more than 50% of all data in a company, yet
most of this data are not kept into the datawarehouse [9] and thus not used in analyses.
Data mining techniques need to be able to handle both structured and non structured
data.

Because the ADS is usually built by extracting data from the database and storing it
into a “ flat ” format, the structure which possibly existed between variables or observa-
tions is lost: variables are assumed non-correlated and observations i.i.d. However, such
information could be very useful, as, for example, previous work on social networks has
shown [10]: model performances can be enhanced by adding social networks-derived
variables, taking into account the relationship between observations.

1.2.5. The analysis life cycle

Producing a data mining analysis to answer a business need today requires six weeks
in average [8]. For many companies, this delay is too large especially when hundreds
of models need to be produced. One must thus shorten that delay. This can be done
in various ways: by reorganizing work processes (business users and IT in the same
marketing department team for example). But the most effective way is to industrialize
data access (giving users access to a business view on the datawarehouse), and simplify
analysis processes (providing business users with user-friendly tools).

Speed is thus a critical performance factor. Reducing the time needed to produce a
model (from design to production) allows to increase teams productivity (if a model can
be built in 2 days instead of 6 weeks, teams can produce more models); increase per-
formances (data used for modelling are more recent, market has not had time to change
and deployed model performance is identical to expected performance); decrease time-
to-market (reactivity to competitor’s offer is faster). Very often, it is precisely this time-
to-market reduction which companies value most.

1.2.6. Model factory

“Factory” analysis as defined by Gartner [6] and illustrated in 1 is the capacity to handle
massive datasets (10-100 million customers, 5,000 variables) . . . which requires an – al-
most – linear algorithm, minimal data manipulation (allowing only a few passes through
the data with no duplication); the capacity to produce very large number of models (100-
1000 projects per year, week, day . . . ) which requires the ability to automate model pro-
duction, easy export and integration of model into the Information System; the capac-
ity to produce models very fast (a few days, hours . . . ) which requires a user-friendly
tool (for business users to use), allowing to automate heavy-duty tasks (data encoding,
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algorithms selection, model deployment, model execution and control . . . ). The model
factory can thus increase productivity (more models, produced faster by less people); in-
crease benefits (it is possible to make models for any problem . . . even those for those it
had never be done); increase speed (reduced time-to-market, data more recent). We now
show how we have developed such a model factory engine, by using Vapnik’s theory
[11], [12].

2. Learning theory

2.1. Notations

Let us be given a data sample D =
(
x1, y1

)
,
(
x2, y2

)
, ..., (xn, yn) where xi =(

xi
1, x

i
2, . . . , x

i
p

)
is an observation in p variables and yi its associated label – or target.

y can be a discrete (classification) or continuous (regression) variable; we assume that in
sample D, all labels yi are known (no missing value).

(
xi, yi

)
are supposed to be i.i.d.

draws from a fixed but unknown distribution P (X, Y ).
Let Φθ = {f (., W, θ) , W ∈ ℵ} be a class of functions from which we want to

choose a model: for example, Φθ could be the class of polynomials of degree θ, or the
class of MLP (multi-layer perceptrons) with θ hidden neurons ... A model from that class
labels an observation x by the estimated label y = f (x, W, θ).

Statistical Learning Theory deals with the problem of finding the “best” model ŷ =

f
(
x, Ŵ , θ̂

)
from the given dataset D =

(
x1, y1

)
,
(
x2, y2

)
, ..., (xn, yn). For simplicity,

we present the framework for regression (see [11], [13] for more details).
To measure the cost of replacing the true value y by its estimate f (x, W, θ) we define

a loss function L [y, f (x, W, θ)]. The learning error or empirical risk is then defined as
the average loss on the learning dataset:

Remp (W, θ) =
1

n

n∑
i=1

L
[
yi, f

(
xi, W, θ

)]
(1)

A common choice is the square error loss, for which empirical risk is just MSE (Mean
Square Error):

L [y, f (x, W, θ)] = [y − f (x, W, θ)]
2

Remp (W, θ) =
1

n

n∑
i=1

[
yi

− f
(
xi, W, θ

)]2
(2)

Generalization error is the expected loss, i.e. the error to be expected on a new observa-
tion:

RGen (W, θ) =

∫
L [y, f (x, W, θ)] · dP (x, y) (3)

The Empirical Risk Minimization inference principle or ERM requires to choose
Wwhich minimizes empirical risk (4), which in case of MSE, is just Least Mean Square
Error (LMSE) (5):

F. Fogelman-Soulié and E. Marcadé / Industrial Mining of Massive Data Sets48



Figure 3. Accuracy of some models (top: the more complex model is more accurate) and Model robustness
(bottom: the model with intermediate complexity is more accurate on new data shown as circles)

Ŵθ = arg min
W

Remp (W, θ) (4)

Ŵθ = arg min
W

1

n

n∑
i=1

[
yi

− f
(
xi, W, θ

)]
2 (5)

The ERM principle allows to define the “best” Ŵ as that which gives the best accuracy
on the learning sample, i.e. the best data fit, it does not say anything about how one
effectively finds it (the learning algorithm) or how one chooses θ.

2.2. What do we expect from a model

From a given learning sample D =
(
x1, y1

)
,
(
x2, y2

)
, ..., (xn, yn), the ERM inference

principle consists in minimizing the empirical risk, i.e. in maximizing accuracy on the
learning sample. There indeed exist many models in Φθwhich minimize Remp; the prob-
lem of finding model f (x, W, θ) from D is thus an ill-posed problem: Figure 3 shows
various models built from D. In this case, ERM would lead us to pick the most complex
model, which here has the best accuracy.

One can now look how model f (x, W, θ) behaves on new data (test set). Figure 3
(bottom) shows that if one wants a robust model, i.e. one with good accuracy on new
data, then one should rather select the intermediate model, the most accurate one being
very wrong on the new test set. Hence, ERM principle alone cannot ensure both accuracy
and robustness.

2.2.1. Vapnik - Chervonenkis dimension

The Vapnik - Chervonenkis dimension – or VC dimension – measures the modelling ca-
pacity of the class of functions Φθ . We present this concept in the case of binary classi-
fication. Generalization to the general case of classification or regression is similar [11].

Let be given a sample of n observations
(
x1, x2, ..., xn

)
in p variables. There are

2n ways to separate these observations into 2 classes. We will say that the family of
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Figure 4. Samples of 3 and 4 points in �
2.

functions Φθ = {f (., W, θ) , W ∈ ℵ} shatters the sample if all 2n separations can be
achieved (through some proper choice of Ŵθ). We define the VC dimension hθ of family
Φθ as the maximum number of points which can be shattered by Φθ:

• There is at least one sample of hθ observations which can be shattered by Φθ

• No sample of hθ + 1 observations can be shattered by Φθ

For example, the class of lines in �
2 has VC dimension 3 (Figure 4):

• There is at least one sample of 3 points which can be shattered by lines
• No sample of 4 points can be shattered by lines

Vapnik’s Statistical Learning Theory [11], [12], [13] is based upon 4 principles:

1. Consistency (robustness): capacity to generalize well on new data;
2. Convergence speed: capacity to generalize increasingly well when the size of the

learning sample increases;
3. Control of generalization capacity: strategy which allows to control the general-

ization capacity through control of the class VC-dimension;
4. Strategy to obtain good algorithms: strategy which allows to guarantee and mea-

sure the generalization capacity of the model produced.

2.2.2. Consistency

The ERM inference principle is said to be consistent for the class of functions Φθ =

{f (., W, θ) , W ∈ ℵ} if Remp

(
Ŵθ, θ

)
and RGen

(
Ŵθ, θ

)
converge to the same limit

inf
W

RGen (W, θ) when the size n of the learning sample D increases, where Ŵθ is the

optimum value found by ERM (equation (4)). This happens if:

∀ε > 0, lim
n→+∞

P

[
sup

W

|RGen (W, θ) − Remp (W, θ)| > ε

]
= 0 (6)

Consistency means that, if n is large enough, then the error on new data will be the same
as the learning error: the model is robust and can be trusted when applied to new data.
Vapnik [11] has shown the following theorem:

Theorem 1 Class Φθ is consistent if and only if Φθ has finite VC dimension hθ.

2.2.3. Convergence speed

V. Vapnik has proved [11] the following theorem:

Theorem 2 for every η ∈ [0, 1] , then, with probability 1 − 4η,
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RGen (W, θ) ≤ Remp (W, θ) + ε (n, h) with (7)

ε (n, h) = 2

√
h

[
1 + ln

(
2n
h

)]
− ln η

n

This result is independent of distribution P : for n large enough, ε ≈ 0, generalization
and learning errors are the same, i.e. model is robust (Figure 5 top).

2.2.4. Generalization capacity control

In practice, we cannot make n as large as needed: n is just the size of the available
dataset. From equation (7) above, there are two possible cases:

• If
n

h
is large and if one minimizes empirical risk Remp then RGen is of the same

order (the difference ε is small);

• If
n

h
is small, then one must minimize two terms: Remp and ε (n, h). Figure 5

(bottom) shows that, for n given, when h increases, then ε → +∞ and thus, from

Figure 5. Consistency of ERM inference principle (top) and Control of generalization ability (bottom)
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some VC dimension level h∗ on, generalization error RGen starts increasing and
becomes much larger than Remp (this is the well known over-fitting effect).

Point h∗ where RGen is minimum corresponds to the best compromise between accuracy
(Remp small) and robustness (RGen small).

2.2.5. Strategy to obtain good algorithms

We just saw that there exists an optimal value h∗ which realizes the best accuracy–
robustness compromise: we need a strategy to find that optimum. Vapnik [11] has intro-
duced such a mechanism. In Structural Risk Minimization – SRM – he proposes to use a
family of embedded classes of functions Φθ1

⊂ Φθ2
⊂ ... ⊂ Φθq ⊂ ... with increasing

VC dimension: h1 < h2 < ... < hq < ... (Figure 5).
The algorithm to obtain the best model then goes as follows: decompose the dataset

Dinto two parts, the estimation set – or learning set – and the validation set (sometimes,
a third part, or test set, is used to finally measure the performances of the model produced
using the estimation and validation sets, but not for producing the model). We will use
the validation error as an estimator of the generalization error:

1. Start with k = 1
2. Data fit: for Φθk

, do:

• On estimation set, produce “best” model in Φθk
by ERM, i.e. choose

Ŵθk
= arg min

W
Remp (W, θk)

as in equation (4)
• Measure error on validation set:

RV al

(
Ŵθk

)
=

1

nval

nval∑
i=1

L
[
yi, f

(
xi, Ŵθk

, θk

)]
(8)

• If RV al

(
Ŵθk−1

)
� RV al

(
Ŵθk

)
then k = k + 1 and GOTO 2;

• Else stop and k∗ = k − 1.

3. Model choice

• Best model is obtained for θk∗ and Ŵθk∗

SRM is a way to implement Occam’s razor principle. More precisely, whereas Occam’s
razor uses model complexity as a measure of complexity, SRM uses the family of func-
tions’ complexity.

2.2.6. Conclusion

Vapnik’s Statistical Learning Theory brings a set of results to control the VC dimension h
of the class of models where we look for our solution. SRM ensures the best compromise
between the model accuracy and its robustness. Since results are independent from data
distribution, one does not need to estimate that distribution (which is a harder problem
that finding the best model).

Let us remark that SRM does not say anything about the “best” class of models,
except that its VC dimension needs to be finite.
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SRM is used in many data mining techniques. Very early on, embedded families
were built for MLPs (Multi-Layer Perceptrons) [14]:

• Through architecture: progressively increasing the number of hidden neurons;
• Through learning algorithm: if Φλi = {f (x; W, λi) , ‖W‖ ≤ λi} is the class of

MLPs with bounded weights W and λ1 < λ2 < ... < λh < · · · The optimal
solution in Φλi minimizes � (W, λi), where Ci depends upon λi, the control pa-
rameter (this is called weight decay):

� (W, λi) =
1

n

n∑
k=1

[
yk

− f
(
xk; W, λi

)]2
+ Ci

∑
j

W 2
j (9)

3. KXEN implementation

3.1. SRM in practice

KXEN uses Vapnik’s Structural Risk Minimization. First the available dataset (the ADS)
is decomposed into three sub-sets (Figure 6) for estimation (data fit), validation (model
choice) and test (if one wants to measure the final model performances; this set is optional
and is, of course, never used for finding the final model).

Let us define an embedded family of polynomials of some fixed degree d: Φd
θi

=
{f (x; W, θi) , ‖W‖ ≤ θi}, where f is a polynomial of degree d and θ1 < θ2 < ... <
θh < · · ·. For Φd

θi
the optimal vector is chosen using the observations in the estimation

dataset through ERM (equation (4))

W ∗
i = arg min

W

1

n

n∑
k=1

L
[
yk, f

(
xk; W, θi

)]
(10)

under constraint‖W‖ ≤ θi, which is equivalent, introducing the Lagrange coefficient
Ci (or ridge) which depends upon θi, to minimizing the Lagrangian:

� (W, θi) =
1

n

n∑
k=1

L
[
yk, f

(
xk; W, θi

)]
+ Ci

∑
j

W 2
j (11)

Figure 6. Implementing SRM in KXEN

F. Fogelman-Soulié and E. Marcadé / Industrial Mining of Massive Data Sets 53



This is obviously equivalent to a regularization method, where � (W, θi) is the regular-
ized risk. KXEN can thus be considered as a polynomial ridge regression. Optimal pa-
rameter θi∗ is obtained through the method described in Section 2.2.5 using the valida-
tion dataset.

Finally, KXEN uses as loss function, neither the square error (2) nor the misclassifi-
cation error, but KI– KXEN Information Indicator – which is the ratio between the area
under the lift curve and the area under the perfect model. More precisely, KI is defined
as follows for the classification case (the regression case can be easily generalized):

If f (x; W, θ) is a score model, then for threshold s, classifier Cs is defined as:

Cs(x) = 1 if f (x, W, θ) ≥ s (12)

= 0 otherwise

If we denote G (s) the proportion of observations with score larger than s and α (s)
and β (s) the sensitivity and specificity of classifier Cs defined as:

G(s) =

∫ +∞

s

f (x, W, θ) dP (x) α(s) =
TP

nbTP
β(s) =

TN

nbTN
(13)

where TP , TN are the numbers of positive (true class 1) and negative (true class 0)
observations correctly classified by Cs and nbTP , nbTN the numbers of observations
truly positive, negative; then the lift curve (Figure 7, top) represents α (s) as a function
of G(s) and AUC, the area under the ROC curve, is linked to KI by:

AUC =

∫ +∞

−∞

α (s) d [1 − β (s)] KI = 2AUC − 1 (14)

KI is thus the Gini index. The difference between learning and validation errors then
allows us to define KR– KXEN Robustness Indicator – by:

ε = KIV alid − KIEstim = 1 − KR (15)

where KIV alid, KIEstim represent KI indices measured on the estimation and valida-
tion datasets respectively. If KR is close to 1, one can be confident that the model will
be robust: it will generalize correctly to new data. On the other hand, if KR is low (KR
varies between 0 and 1), the model can produce bad performances on new data. Figure
7 (bottom) shows, for example, the case of a sample where KR is small: lift curves for
estimation, validation and test datasets are different and the model quality is poor (as
degradation of performances on test set shows).

3.2. Data encoding

KXEN also uses SRM to automatically encode variables. To build a regression, classi-
fication or supervised segmentation, variables are encoded one by one as follows. For
each variable xj , j = 1, ..., p, we build an embedded family of encodings, and for each
possible encoding, we produce a model explaining the label through that variable only,
and we choose, with the usual SRM approach, the best encoding model. Each variable
thus has its individual KI and KR which represent its ability to explain, alone, the target
variable:
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Figure 7. Lift curve

• If xj is a continuous variable, we cut it into P bins (by default P = 20) and we
progressively regroup intervals;

• If xj is a nominal or ordinal variable, we progressively regroup its values.

The encoding produced is non-linear and depends upon the model (the target). For ex-
ample, Figure 8 (top) shows the encoding of two continuous variables for a predictive
model (“make more than $ 50k per year”) for the well-known Adult dataset introduced
in [15]: for variable Age, chances to make more than $ 50k progressively increase until
around 55 years and then decrease; for variable Capital-Gain, there is a threshold effect:
capital gains need to be large enough to make more than $ 50k. This encoding depends
upon the target: if we now build a model to explain Age, with the same dataset, then
variable Capital-Gain is coded as shown in Figure 8 (top right): capital gains increase
monotonically with age. Categories of nominal variables are grouped depending upon
the target: for example, Figure 8 (bottom) shows the encoding of two nominal variables
for the same model as before (“make more than $ 50k per year”). The 14 categories of

F. Fogelman-Soulié and E. Marcadé / Industrial Mining of Massive Data Sets 55



Figure 8. Coding of continuous variables age and capital-gain in Adult dataset (top) and Coding of nominal
variables education, marital-status and capital-gain (bottom). Coding depends upon the target, i.e. the model
built: codings of capital-gain in models to predict class (top-middle) and to predict age (top-right) are different.

variable education are grouped into 7 groups, and the 7 categories of variablemarital-
status in 3. Figure 8 (bottom right) also shows 2 categories of variable capital-gain with
a threshold computed by the encoding model (5 178). One can also see that the model has
created a category KxMissing to encode the missing values of that variable: this category
has the same behaviour than large values of capital-gain, a sure sign that it is not Missing
At Random – MAR – (one of the reasons why KXEN does not use imputation methods
to handle missing data). Performance indicators are KI =0.808 and KR =0.992: the
model is robust; its lift curve is shown in Figure 7 (top).

In general, non-linearities are well taken into account by the encoding, so that after
this, a polynomial of degree 1 is sufficient; i.e. KXEN realizes a linear ridge regression
in the non-linearly encoded variables space.

Exploitation of SRM thus allows to automatically encode variables (producing a
robust encoding), to automate model production (the user does not need to choose among
algorithms or tune hyper-parameters) and to obtain a robust model, with indicator KR
measuring the confidence in model generalization performances. The class of proposed
models is limited (for classification and regression) to polynomials: the user needs not
compare various algorithms. This automatization allows to reduce the time needed to
produce models by a factor of 10 on average, through massive reduction of the time spent
in data exploration and encoding. KXEN techniques are almost linear, using data streams
techniques to compute statistics and models (see paper by G. Hebrail on data streams in
this book).

The software is based upon Vapnik’s theory as we explained above in Section 3.1 and
includes various modules: for data preparation (KEL, KSC et KTC), for automatic en-
coding (K2C), for building models (K2R, K2S, KTS et KAR) and to export models
(KMX). As can be seen (Figure 9), KXEN does not provide a library of algorithms, but
rather “analysis functions”, as proposed by the JDM (Java Data Mining) standards [16].
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Figure 9. KXEN Analytic Framework

Number of Variables
Sears 900
Large bank 1200
Vodafone D2 2500
Barclays 2500
Rogers Wireless 5800
HSBC 8000
Credit card 16000

Models per year
Vodafone D2 760
Market research 9600
Cox Comm. D2 28800
Real estate 70000
Lower My Bills 460000

Figure 10. Many models and massive datasets

4. Some examples

Many customers use KXEN today on massive datasets, with many variables and build
very large number of models (Figure 10). We briefly describe below a few applications
using KXEN Analytic Framework.

LCL – Le Credit Lyonnais – is a very large French bank offering more than 400
bank, insurance and finance products and services. LCL launches each year around 130
direct marketing campaigns, through mailings, emailing, SMS, resulting in 10 M con-
tacts. Targets for these campaigns are defined through about 10 general scores, estab-
lished on groups of products. Marketing department wanted to be able to produce scores
more accurate, refreshed more often and easily.

A project was launched on a live campaign to promote a home insurance. The cus-
tomer database was decomposed in two: on the first part, the usual score was applied, on
the other one, a specific score for that product was built with KXEN. Then the two scores
were applied on 250 000 customers each to define the targets, the message was sent and
returns were measured after some weeks: return from the KXEN score was 2.5 higher
than with the other score (as should be expected from a specific score as opposed to a
general-purpose score). In addition, the score was produced in a couple of days. Today,
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Figure 11. Text coding

more than 160 scores have been created – instead of the original 10 – and are routinely
used in all campaigns.

Sears, as all large retailers, is facing a very strong competition and needs to contin-
uously reduce costs and improve productivity. In particular, the catalog department has
developed a strong modeling expertise to optimize its promotions. Because its IT system
was becoming very hard to exploit, Sears decided to launch a project to modify its di-
rect marketing system. First, they built a data mart integrating data from various brands
(Sears, Orchard Supply Hardware, Lands’ End) and various channels (stores, on-line,
catalog), resulting in 900 attributes to describe each customer. KXEN was then deployed
to automate the development of scores: the models are exported as SQL and UDF codes,
running in the Teradata datawarehouse. Today, Sears create models in hours and score
75 million customers in 30 minutes [17].

Text mining: in 2006, the Data Mining Cup http://www.data-mining-cup.com at-
tracted 580 participants. eBay Germany provided data from 8,000 auctions on its site.
This data include two free-text fields listing_title and listing_subtitle, which the seller can
use to describe his product. The task was to build a model to predict whether a product
would sell higher than its category average selling price.

We used KXEN textual encoder module, KTC, which works as follows:

• Words are extracted and the usual indicators computed (counts, tf, tf-idf);
• Filters are applied (stop-lists, stemming) and word-roots extracted;
• These roots are added to the ADS (Figure 11).

We then used this ADS to produce the following models:

1. A simple regression K2R (after automatic encoding of all variables) without us-
ing text fields;

2. Same, but add variables, such as month of year, day of month,
listing_end_monthofyear, listing_start_Monday. . . );

3. Use the KTC module for German to extract roots and then use K2R;
4. Build a specific language for this problem with specific words and synonyms (4

GB, 4GB, 4 gigas . . . ) and then use K2R;
5. Use a polynomial of order 2.

As can be seen in Figure 12, these different models perform better and better (the data
mining cup winner got a score of 5020). The addition of roots (1000 in this case) ex-
tracted from the textual fields improves the results between models 2 and 3 (top right).
At the same time, it increases the number of variables from 27 to 1027, which increases
the time to produce the model (from 6s to 43 s), but the text variables are among the most
significant (text variables significance is highlighted in dark in Figure 12, bottom). The
algorithm we use thus has to be able to handle very large numbers of variables (retaining
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Model Score Rank
K2R 2320 139
K2R + 2852 123
additional
data
KTC German 4232 68
KTC with 4408 44
specific
language
DMC 5020 1
(the winner)
K2R order 2 5356

Figure 12. Results on Data Mining Cup 2006
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2000 roots, instead of 1000, further increases slightly the model lift and computation
time: 1mn 10 sec with 2027 variables).

5. Conclusion

We have shown how companies, who collect increasing volumes of data, are faced with
the necessity to put in place model factories, if they want to industrialize their data min-
ing analysis process. We then showed how Vladimir Vapnik’s Statistical Learning The-
ory and, in particular, his Structural Risk Minimization, can be used to implement a
tool, KXEN Analytical Framework, capable of producing robust models, on thousands
of variables in very restricted time, thus answering the very challenging constraints of
industrial companies. We do think that in the future, more and more companies will start
exploiting their massive volumes of data – including text, social networks, . . . – in a fully
industrial, automated way.

References

[1] D. Hand, H. Mannila and P. Smyth, Principles of Data Mining. MIT Press. (2001)
[2] G. Herschel, CRM Analytics Scenario: The Emergence of Integrated Insight. Gartner Customer Rela-

tionship Management Summit (2006)
[3] U. Fayyad, A Data Miner’s Story – Getting to Know the Grand Challenges, Invited Talk, KDD’07.

(2007). http://videolectures.net/kdd07_fayyad_dms/
[4] H. Jiawei, Warehousing and Mining Massive RFID Data Sets, adma’06 2006.

http://www.itee.uq.edu.au/∼adma06/Jiawei_adma06_rfid.pdf
[5] J. Kleinberg, Challenges in Social Network Data: Processes, Privacy and Paradoxes, KDD’07, 2007.

http://videolectures.net/kdd07_kleinberg_cisnd/
[6] G. Herschel, Customer Data Mining: Golden Nuggets, Not Silver Bullets. Gartner Customer Relation-

ship Management Summit (2006)
[7] T. H. Davenport, J. G. Harris, Competing on Analytics: The New Science of Winning. Harvard Business

School Press. (2007)
[8] W. W. Eckerson, Predictive Analytics. Extending the Value of Your

Data Warehousing Investment. TDWI Best Practices Report. Q1 2007.
https://www.tdwi.org/Publications/WhatWorks/display.aspx?id=8452

[9] P. Russom, BI Search and Text Analytics. TDWI Best Practices Report., 2007.
http://www.tdwi.org/Publications/WhatWorks/display.aspx?id=8449

[10] S. Hill, F. Provost, and C.Volinsky, Network-Based Marketing: Identifying Likely
Adopters via Consumer Networks. Statistical Science, Vol. 21, No. 2, (2006) 256–276.
http://pages.stern.nyu.edu/∼fprovost/

[11] V.N. Vapnik, The Nature of Statistical Learning Theory. Springer Verlag, 1995.
[12] V.N. Vapnik, Estimation of Dependencies Based on Empirical Data. Reprint of 1982 Edition. Informa-

tion Science and Statistics, Springer Verlag, 2006
[13] V.N. Vapnik, Problems of Induction, Foundation of Statistics and Empirical Inference. In Learn-

ing Theory and Practice. NATO Advanced Study Institute. July 8-19 2002 - Leuven Belgium.
http://www.esat.kuleuven.ac.be/sista/natoasi/ltp2002.html

[14] I. Guyon, V. Vapnik, B. Boser, L. Bottou, S.A Solla, Structural Risk Minimization for Character Recog-
nition, Advances in Neural Information processing systems 4. MIT Press, Cambridge, MA, (1992), 471-
479.

[15] R. Kohavi, Scaling Up the Accuracy of Naive-Bayes Classifiers: a Decision-Tree Hybrid, In Pro-
ceedings of the Second International Conference on Knowledge Discovery and Data Mining, 1996.
ftp://ftp.ics.uci.edu/pub/machine-learning-databases/adult/

F. Fogelman-Soulié and E. Marcadé / Industrial Mining of Massive Data Sets60



[16] M.F., Hornick, E. Marcade, S. Venkayala, Java Data Mining. Strategy, Standard, and Practice. A prac-
tical guide for architecture, design, and implementation. Morgan Kaufmann series in data management
systems. Elsevier, 2007

[17] P. Bibler, and D. Bryan, Sears: A Lesson in Doing More With Less. TM Tipline. sept. 2005
http://ga1.org/tmgroup/notice-description.tcl?newsletter_id=1960075& r=#6

F. Fogelman-Soulié and E. Marcadé / Industrial Mining of Massive Data Sets 61
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Abstract. Labeling data is expensive, whilst unlabeled data is often abundant and

cheap to collect. Semi-supervised learning algorithms that use both types of data

can perform significantly better than supervised algorithms that use labeled data

alone. However, for such gains to be observed, the amount of unlabeled data trained

on should be relatively large. Therefore, making semi-supervised algorithms scal-

able is paramount. In this work we review several recent techniques for semi-

supervised learning, and methods for improving the scalability of these algorithms.

Keywords. semi-supervised, unlabeled data, transduction, large-scale, scalability

Introduction

One of the major ongoing challenges for the field of machine learning is dealing with the

vast amount of data being generated in target applications. A lot of recent sophisticated

machine learning algorithms appear to perform well on relatively small problems but

don’t scale very well (in terms of computational time) to a large amount of training data.

This is ironic because with increasing dataset sizes, machine learning algorithms are

guaranteed improved performance, but this performance is never attained simply because

of the computational burden of calculating the result.

Another issue is that even though there is a large amount of data available, super-

vised machine learning algorithms need more than this: they need data that is labeled

with a supervised target. Classification, regression and structured learning algorithms of-

ten give excellent performance compared to non-machine learning alternatives such as

hand-built systems and rules, as long as the labeled data provided is of sufficient quality.

However, although unlabeled data, such as data on the web, is abundant, labeled data

is not – it is in fact often quite expensive to obtain, both in terms of monetary cost and

labeling time.

Semi-supervised learning [2] is a framework in machine learning that provides a

comparatively cheap alternative to labeling a huge amount of data. The aim is to utilize

both the small amount of available labeled data and the abundant unlabeled data together

in order to give the maximum generalization ability on a given supervised task. Using

unlabeled data together with labeled data often gives better results than using the labeled

data alone.

In this article we will discuss methods for performing semi-supervised learning

which aim to scale up to large datasets to really achieve these goals. We will start with a

summary of some of the classical approaches to this problem, such as transductive sup-

port vector machines (TSVMs) [16], label propagation type algorithms [20], and cluster-

assumption encoding distance metrics [3,4]. We will then outline several recent tech-

Mining Massive Data Sets for Security
F. Fogelman-Soulié et al. (Eds.)

IOS Press, 2008
© 2008 IOS Press. All rights reserved.

doi:10.3233/978-1-58603-898-4-62

62



niques for improving the scalability of these algorithms, focusing in particular on fast to

compute distance metrics [17] for kernel methods and a fast optimization algorithm for

TSVMs [5].

1. Semi-Supervised Learning

1.1. Supervised, Unsupervised and Semi-Supervised Learning

We will study the standard setting for machine learning algorithms where one is given a

(possibly labeled) training set of m examples. If one is given data that is unlabeled:

(x∗
1), . . . , (x

∗
U ), (1)

then we are studying an unsupervised learning problem. Typical algorithms for making

use of such data include estimating the density p(x), clustering, outlier detection and

dimensionality reduction – each paradigm having different aims with respect to what

they want to discover from the data. The examples xi could be any type of objects but

are typically vectors in a d dimensional space, allowing such algorithms to make use of

many mathematical techniques.

Sometimes, we have more information about the data. If a teaching signal is some-

how provided that has labeled the data we now have data that are L pairs of examples:

(x1, y1), . . . , (xL, yL). (2)

This is called the supervised learning problem and includes classification, regression and

structured output learning, amongst others, depending on the kinds of labels provided.

We note that in supervised learning, there are two main families of methods: gener-

ative models and discriminative models. In a generative model one is interested in esti-

mating the joint probability distribution:

p(x, y) = p(x|y)p(y) (3)

so that one can make predictions

p(y|x) =
p(x|y)p(y)∫

y
p(x|y)p(y)dy

. (4)

In a discriminative model one only estimates the probability of label assignment given

an example:

p(y|x) (5)

or (in two-class classification) whether

p(y|x) > 0.5, (6)

i.e. one is only interested in which class an example belongs to. In this article we will

mostly focus on classification tasks using discriminative models.

However, one problem is that often a teaching signal is expensive or difficult to ob-

tain. This is because human labeling of data can cost both time and money. The label-
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ing may require an expert depending on the problem and the difficulty of the labeling

task. For example in bioinformatics labels can be difficult to obtain, e.g. the function of

a protein can only be obtained through successful wet-lab experiments. In such cases,

to supplement the (small amount of) labeled data (2) one may have access cheaply to a

large unlabeled set of data (1). This setting is called the semi-supervised learning setting.

The hypothesis is that using both sets of data together can help improve generalization

on the learning task of interest.

1.2. Semi-Supervised Learning Paradigms

Naively, given the definition above, one could see semi-supervised learning as a way

of mixing unsupervised learning and supervised learning together. So for example one

could perform density estimation or clustering on the unlabeled data and classification on

the labeled data, somehow combining these predictions into a shared model. Indeed, such

combinations are possible, and several variants already exist. In the following paragraphs

we describe three particular paradigms for semi-supervised learning that fall under this

description.

Supervised setting The typical setting for measuring the success of semi-supervised

learning is to treat it as a supervised learning problem where one has additional unlabeled

data that could potentially be of benefit. One first trains a model to predict labels given

the labeled training set and unlabeled data, and then measures the error rate on a separate

labeled test set. However, other interpretations of semi-supervised learning are possible.

Unsupervised setting One can also be interested in the task of unsupervised learning

where one has additional labeled data that could potentially be of benefit. So for example,

one can learn a clustering of the data, where one is given some extra must-link or must-

not-link constraints that are implicit in the labeled data. This paradigm has the advantage

of being able to handle missing classes, which could be important in some problems, e.g.

speaker identification or protein family detection, to name two.

Level-of-detail setting Finally, yet another way of looking at semi-supervised learning

is to see training labels yi for examples xi as having various levels of detail (granularity).

For example in text processing, at a very coarse level one could label whether example

sentences are grammatically correct or not. However, a labeling with a finer level of

detail would also label the parts-of-speech of the words in the sentence. An even finer

level of detail could specify the syntactic parse tree of the sentence. Seen this way, semi-

supervised learning should handle labels yi that go between two extremes: from no label

at all to very detailed label information. Each example can be labeled with a different

detail-level and the learning algorithm has to be designed to deal with this fact.

1.3. The History of Semi-Supervised Learning

Semi-supervised learning probably started with the concept of "self-learning" in the

1960s and 1970s [11]. In this paradigm one makes predictions on unlabeled data, and

then uses these predicted labels to train the model as if one had an increased set of la-

beled data. Vapnik also introduced the concept of transduction in the 1970s [16]. The

transductive support vector machine (TSVM) [16] algorithm can be seen algorithmically

as a kind of refinement of the self-learning approach: one also looks at the predictions
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of ones model on an unlabeled set of data, but this time one tries to choose the labeling

which gives the most confident classification of those data, assuming the classifier out-

puts a measure of confidence, in this case using the notion of margin. Generative model

approaches using the EM algorithm were also developed in the 1970s [8]. In [1] the co-

training algorithm was introduced that is a clever use of unlabeled data that has multiple

"views" or redundant sets of features to perform a kind of self-learning with a high degree

of confidence. In the 1990s and 2000s several semi-supervised methods have been intro-

duced that fit more into a regularization-based view – the use of unlabeled data is loosely

seen as a regularization term in the objective function of a supervised learning algorithm.

Amongst these are three notable algorithm types: TSVM-like algorithms, propagation of

labels in a graph-based approach [20] and change of representation methods [3]. We will

discuss these methods further in Section 2.

One issue with many of these algorithms is that they do not scale that well. In this

article we will describe some of the recent advances in methods for making these algo-

rithms more efficient. Those methods are discussed in Section 3.

1.4. Why Semi-Supervised Learning?

Supervised data is expensive both in monetary cost and labeling time. Labeling sentences

with parse trees or finding protein function or 3D structure, to give two examples of

labeled data, require human expertise.

Unlabeled data, on the other hand, is cheap to collect in many domains: audio-based

problems, vision problems, and text processing problems, to name a few. In fact, most

sensory-based problems that humans are good at have an abundant supply of unlabeled

data. However, there are also other kinds of data, not natural to a human’s perception,

which are also relatively easy to collect compared to labeled examples of that same data.

So, returning to our bioinformatics example, knowing the function (label) of a protein is

costly, but obtaining its unlabeled primary structure (sequence of amino acids) is cheap.

In our view, true AI that mimics humans would be able to learn from a relatively

weak training signal. For example, in the field of natural language processing, linguists

label sentences with parse trees, but humans learn from data which usually has signif-

icantly less detailed labels. This argument perhaps strengthens the importance of semi-
supervised learning as a topic of study in the field of machine learning.

1.5. Why Large-Scale Semi-Supervised Learning?

Many of the semi-supervised algorithms developed so far do not scale as well as one

would like. For example, standard TSVM algorithms scale like (U +L)3 where U +L is

the total number of examples [4], or worse. Because of this many experiments published

are on relatively small, simple datasets comprising of around 50 training examples and a

few thousand unlabeled examples [4,5,14].

Unfortunately, it appears that the impact of one extra unlabeled example in terms of

improvement in generalization is smaller than the impact of one extra labeled example.

Hence, if one has a realistic number of labeled examples, say a few thousand, then for

unlabeled data to make a significant impact, you are likely to need hundreds of thousands

of examples.

Hence, one clearly needs semi-supervised learning algorithms that scale well.
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1.6. How Does Unlabeled Data Help in a Supervised Task?

Unlabeled data somehow gives knowledge about the density p(x) but tells you nothing

about the conditional density one is interested in p(y|x) unless some assumptions are

made in a training algorithm that hold true for a particular dataset.1

There are several possible assumptions that one can make about the data, each lead-

ing to different algorithms.

The cluster assumption One can assume that examples in the same cluster have the

same class label. This implies that one should perform low density separation [4]; that is,

the decision rule one constructs should lie in a region of low density. Many algorithms,

such as TSVM [16], either explicitly or implicitly employ this assumption.

The manifold assumption One can also assume that examples in the same manifold

have the same class. This is somewhat similar to the cluster assumption, but motivates

different algorithms [20].

Zipf’s law effect One obvious way unlabeled data can help in language problems is that

one gets to see words that one has never seen before because a finite training set cannot

cover the language. Zipf’s law states that in a corpus of natural language utterances,

the frequency of any word is roughly inversely proportional to its rank in the frequency

table. In language problems, we are effectively always seeing new features (i.e. new

words) every time we look at new examples. Our conjecture is that effective use of this

knowledge in algorithms should surely improve performance over supervised learning

alone.

Non-i.i.d. data Many machine algorithms and toy datasets assume that data are identi-

cally and independently distributed (i.i.d.) but in real life data this may not be true. We

conjecture that if you see a test set that is drawn from a (slightly) different distribution to

the training set then semi-supervised learning might help compared to purely supervised

learning which is unaware of the distribution of the test set. For example, one might train

a parser on the Wall Street Journal, but then apply it to the novel Moby Dick.

2. Semi-Supervised Learning Algorithms

In this section we will review some of the state-of-the-art methods for semi-supervised

learning. While we cannot describe all available methods, we instead focus on three

classes of method: (i) graph-based approaches, (ii) change of representation approaches

and (iii) margin-based regularization based approaches.

All of these methods (either explicitly or implicitly) are special cases of a regular-

ization approach to semi-supervised learning. In supervised learning a regularization ap-

proach leads one to optimize the empirical risk (training error) plus an additional term

that limits the complexity of the decision rule:

minα

L∑
i=1

�(f(xi, α), yi) + γΩ(α) (7)

1Note that in supervised learning, a similar issue applies: most algorithms assume p(y|x) and p(y|x′) are

similar when x is close to x′.
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where �(·) is a loss function encoding the penalty for incorrectly labeling a training

example, and α encodes the parameters of the decision function.

In semi-supervised learning one approach is to do exactly the same as in supervised

learning, but add one additional term that encodes the assumption one has made about the

data w.r.t. using unlabeled examples, e.g. one may wish to encode the cluster assumption.

This leads one to minimize:

minα

L∑
i=1

�(f(xi, α), yi) + γΩ(α) + λΛ(x∗, α). (8)

The regularizer Λ(x∗, α) is often point-wise, i.e.:

Λ(x∗, α) =
U∑

i=1

�∗(f(x∗
i ), α) (9)

where �∗(·) is a function that encodes the assumption of choice.

We now discuss some specific semi-supervised learning algorithms.

2.1. Graph-Based Approaches

Several semi-supervised algorithms work by constructing a graph on the unlabeled data,

and then regularize using this graph in some way.

The authors of [20] (see also [12,19]) studied the so-called label-propagation type

algorithm. In this algorithm one first defines F as a (U + L) x 2 matrix for two-class

classification problems, where

f(x̄i) = argmaxjFij (10)

is the class prediction for a point x̄i, and x̄ is the set of both labeled and unlabeled

examples (ordered so that the labeled examples are first). A (U +L) x 2 label matrix Y is

also defined, where Yij = 1 if example x̄i is classified into class j and Yij = 0 otherwise

(so Yij = 0 for unlabeled examples i > L).

One then solves the following quadratic program:

min
F

L+U∑
i=1

||Fi − Yi||2 + λ
L+U∑
i,j=1

Wij ||Fi − Fj ||2 (11)

where Wij are weighted edges on the graph that one constructs a priori on the given data.

For example, one can define Wij = 1 if example i is one of example j’s k-nearest neigh-

bors, although many other schemes are possible. The matrix W is usually normalized so

that the sum of outgoing links from any node in the graph sum to 1.

Intuitively, the first term minimizes the training error, whilst the second term regu-

larizes using the unlabeled data. If two unlabeled examples are close in input space, then

this algorithm tries to give them the same label. Because one is enforcing this constraint

on all unlabeled and labeled points at the same time, there is a "label-propagation" effect

where neighbors-of-neighbors will also try to have the same label as well. This can be

clearly seen when writing down the algorithm as an iterative algorithm [19]:

1. Iterate F (t + 1) = αWF (t) + (1 − α)Y until convergence.

J. Weston / Large-Scale Semi-Supervised Learning 67



2. Label each point x̄i as arg maxj Fij(t).

That is, on each iteration, the label of an example is influenced by the weighted

combination of all the labels of its neighbors. One can also write the solution in closed

form:

F = (I − αW )−1Y. (12)

This algorithm is essentially a generalized version of k-nearest neighbor with extra semi-

supervised regularization. This can be seen because the first iteration predicts the label

of an unlabeled example using the example’s neighbors. Subsequent iterations provide

regularization. One issue then is that although the regularization term seems reasonable,

k-nn is not necessarily the best base classifier one could choose. A further issue is that,

if one solves the problem as a quadratic program or as a matrix inversion problem, the

complexity is (L + U)3. However, one could approximate the solution by only running

a few iterations of the iterative version of the algorithm.

LapSVM A more recent use of this same regularizer is the Laplacian SVM [14]. In that

work they add the same regularizer to the SVM [16] objective function:

min
w,b

L∑
i=1

�(g(xi), yi) + γ||w||2 + λ

U∑
i,j=1

Wij ||g(x∗
i ) − g(x∗

j )||2 (13)

where g(x) = w · x + b. Here, as in a standard SVM, one is solving a two-class clas-

sification problem yi ∈ ±1 and the final predictions are given by f(x) = sign(g(x)).
This algorithm gives excellent results, but still suffers from having to compute a matrix

inversion in the specific optimization technique the authors propose.

2.2. Change of Representation-Based Approaches

Another approach to semi-supervised learning is to simplify the regularization of the

optimization: instead of optimizing both the supervised learning part of the optimization

with an additional regularizer at the same time one could decompose into a two-part

strategy:

• Build a new representation of the data using unsupervised learning on the unla-

beled data.

• Perform standard supervised learning using the labeled data and the new repre-

sentation.

The aim here is to map the data xi 	→ φ(xi) such that the distances in the new

representation encode manifold or cluster assumptions about the data. One can then use

a standard classifier such as SVM on this data.

One study of this technique is given in [3]. In that work, several representations

are defined for SVM that try to encode the cluster assumption. One desires the relative

distance in the new representation is relatively smaller between two points that are in

the same cluster. SVM training does not necessarily require the actual feature vectors of

training examples in order to learn, but only the inner products:

K(xi, xj) = φ(xi) · φ(xj). (14)
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These inner products are referred to as kernels. The re-representations proposed by the

authors of [3] are referred to as cluster kernels.

Two proposed cluster kernels are:

1. The random walk kernel. One defines Wij = exp(−||xi − xj ||2/2σ2) so that

the probability of "walking" along the graph between points i and j is defined

as P (xi → xj) =
Wij∑
p

Wip
. One can then compute t steps of a random walk

using P ← P t (see also [15]). The idea here is to define a kernel2 based on P t.

This representation has a similar motivation to the label propagation algorithm

we have seen before: if it is easy to "walk" between two examples, i.e. they are

neighbors, or neighbors-of-neighbors, then they are likely to have a similar label.

2. The spectral clustering kernel. One performs spectral clustering [10] on the la-

beled and unlabeled data, and then builds a representation via the first k eigen-

vectors for training the SVM.

Both of these kernels have a complexity of O((U + L)3) to compute.

2.3. Margin-Based Approaches

Another way of encoding a cluster assumption type regularizer is via the margin (dis-

tance) of the examples from the decision rule of a classifier of the form

g(x) = w · x + b. (15)

The transductive SVM (TSVM) is an example of this approach. The idea is that the

decision rule should lie in a region of low density (the cluster assumption) so an unlabeled

example x tends not to have the value g(x) = 0. This is encoded with the following

optimization problem:

min
w,b

L∑
i=1

�(g(xi), yi) + γ||w||2 + λ
U∑

i=1

�∗(g(x∗
i )). (16)

The loss functions �(·) and �∗(·) are typically chosen to be the hinge loss function

�(g(x), y) = max(0, 1 − yg(x)) (17)

and the symmetric hinge loss function

�∗(|g(x)|) = max(0, 1 − |g(x)|) (18)

respectively. The idea is that labeled examples are "pushed" away from the hyperplane

so that they are correctly classified and achieve a margin of 1. Unlabeled examples are

also "pushed" away from the hyperplane in the same way. To make this work, typically

a balancing constraint is added so that all the unlabeled examples do not get "pushed" to

the same side:

2Technically, one has to symmetrize this matrix to make it a valid kernel as described in [3].
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Table 1. A comparison of supervised and semi-supervised algorithms on two small datasets.

Algorithm USPS Mac-Win

k-NN 9.3%±0.32 29.1%±0.68

SVM 7.4%±0.31 28.1%±1.39

Label propagation 1.79%±0.07 30.2%±1.35

SVM + cluster kernel 5.9%±0.24 11.0%±0.45

TSVM 5.62%±0.2 11.1%±0.48

1

U

U∑
i=1

g(x∗
i ) =

1

L

L∑
i=1

yi . (19)

Unfortunately this optimization problem is non-convex because of the absolute value

in the �∗(·) function. The implementation in the SVMLight software [9] works by solv-

ing successive SVM optimization problems – it improves the objective function with a

heuristic method: it iteratively switches the labels of two unlabeled points xi and xj to

improve the objective function. It is rather slow with anything more than a few thou-

sand examples. Another implementation called ∇TSVM [4] proposed to optimize this

function directly by gradient descent, with a complexity of (L + U)3.

2.4. Experimental Comparison

An experimental comparison on some small datasets is given in Table 1. Two supervised

algorithms (k-NN and SVM) are compared to one algorithm from each of the three semi-

supervised approaches described above: label propagation, SVM + spectral clustering

kernel and TSVM. USPS is an optical digit recognition dataset, we used 32 labeled ex-

amples and 4000 unlabeled examples in 256 dimensions. Mac-Win is a text classification

dataset (with a bag-of-words representation) with 16 labeled examples and 2000 unla-

beled examples in 7511 dimensions. The results are average over 30 splits of the data.

For USPS, semi-supervised learning improves the error rate. For Mac-Win the problem

may be too high dimensional for label propagation to work well, however it does perform

well on USPS.

3. Large-Scale Semi-Supervised Learning Algorithms

Having reviewed several of the semi-supervised algorithms developed in the literature,

we will now describe several recent advances in speeding up these algorithms.

3.1. Graph-Based Approaches

As already mentioned, if one performs early stopping of the iterative algorithm for label

propagation, instead of a direct optimization of the given objective function, one can

speed this algorithm up. Such an approximation might give a loss of accuracy in the final

predictions.

However, several other speed-ups are possible. Firstly, the algorithm is much faster

if the matrix W is very sparse. Secondly it was proposed in [6] to approximate the so-
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lution in a different way. The idea is that some unlabeled examples can be expressed as

a linear combination of other examples, thus reducing the number of variables one has

to optimize. This reduces the complexity of the algorithm from O(k(U + L)2) , where

each point has k neighbors, to O(m2(U + L)) where m << (U + L).

3.2. Change of Representation Approaches

For change of representation methods, the problem has been split into two tasks: an

unsupervised learning algorithm and a supervised learning algorithm. Clearly then in

order to perform large-scale semi-supervised learning, one should choose algorithms

from both of these two areas that also scale well.

Therefore, one should first choose the fatest clustering algorithm one can. For ex-

ample, k-means [7] is generally faster than spectral clustering, the algorithm we used

before. It has a complexity of O(rkUd), with a problem of dimensionality d running for

r iterations. Empirically, running time grows sublinearly with k, n and d.

Thus, the following k-means cluster kernel was proposed in [17]:

1. Run k-means N times.

2. Kbag(xi, xj) =
number of times xi & xj in same cluster

number of runs

3. Take the product between the original and bagged kernel:

K(x, x′) = Korig(x, x′) · Kbag(x, x′) (20)

The idea is that the original kernel Korig is rescaled by the “probability” that two

points are in the same cluster as approximated by Kbag . This method was empirically

evaluated in the context of protein superfamily classification, where one has to predict

whether a protein belongs to a target superfamily or not. Experimental results are shown

in Table 2, averaged over 54 target families. This method is compared on a small dataset

with L = 3000 and U = 3000 so that other methods are feasible to compute, and then

its error rate is computed with a much larger set of U = 30000 unlabeled examples. This

method seems to have a good performance compared to other approaches, while having

far better scaling properties.

3.3. Margin-Based Regularization Approaches

A well-founded technique for optimizing TSVM that also has improved scaling proper-

ties was recently developed in [5]. The idea is to make use of the concave-convex pro-

cedure (CCCP) [18], a technique of non-convex optimization. In CCCP, one rewrites the

cost function of interest J(θ) as the sum of a convex part Jvex(θ) and a concave part

Jcav(θ). One then iteratively solves

θt+1 = argminθ

{
Jvex(θ) + J

′
cav(θt) · θ

}
. (21)

Each iteration of the CCCP procedure approximates the concave part by its tangent

and minimizes the resulting convex function. J(θt) is guaranteed to decrease at each

iteration, and the whole procedure is guaranteed to converge to a local minima.
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Table 2. Comparison of semi-supervised methods on a protein prediction problem taken from [17]. Error rates

are measured using the Receiver Operator Characteristic (ROC) and the ROC up to the first 50 false positives

(ROC50).

ROC50 ROC

L=3000 U =3000

SVM 0.416 0.875

SVM + spectral clustering kernel 0.581 0.861

SVM + random walk kernel 0.691 0.915

SVM + k-means kernel (k = 100) 0.719 0.943

SVM + k-means kernel (k = 400) 0.671 0.935

TSVM 0.637 0.874

U = 30000

SVM + k-means kernel (k = 100) 0.803 0.953

SVM + k-means kernel (k = 400) 0.775 0.955

Table 3. A comparison of CCCP-TSVM with existing TSVM methods on a variety of small-scale datasets,

taken from [5].

dataset classes dims points labeled

g50c 2 50 500 50

Coil20 20 1024 1440 40

Text 2 7511 1946 50

Uspst 10 256 2007 50

Coil20 g50c Text Uspst

SVM 24.64 8.32 18.86 23.18

SVMLight-TSVM 26.26 6.87 7.44 26.46

∇TSVM 17.56 5.80 5.71 17.61
CCCP-TSVM 17.28 4.88 5.71 18.08

For the TSVM, such an approach is quite simple to implement and only re-

quires solving a sequence of convex problems similar to the SVM algorithm. Hence

it has quadratic empirical complexity in the number of examples, like SVMs have,

and even on small problems of 2000 unlabeled examples is around 133 times faster

than SVMLight, whilst having similar, or better, accuracy. An empirical comparison

with existing approaches is shown in Tables 3, 4 and Figure 1. CCCP-TSVM sofware

is available at http://www.kyb.tuebingen.mpg.de/bs/people/fabee/

universvm.html.

Finally, another type of speed-up for TSVM was given in [13]. The authors proposed

a "multi-switch" version of the SVMLight-based approach. The idea is to swap the la-

bels of many examples at once, rather than the pair of examples approach suggested by

[9]. This method was developed for a very fast linear SVM software called SVMLin,

available at http://people.cs.uchicago.edu/~vikass/svmlin.html.
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Figure 1. Training times for g50c (upper left), Text (upper right) and MNIST (lower) for different numbers

of unlabeled examples, U . CCCP-TSVM are 133 times faster than SVMLight-TSVMs on the text dataset for

U = 2000, and scale quadratically on larger datasets like MNIST.

Table 4. Large-scale results using CCCP-TSVMs [5] on the MNIST dataset, a 10-class digit recognition prob-

lem with L = 1000 labeled examples, and varying amount of unlabeled examples U .

Method L U Test Error

SVM 1000 0 7.77%

TSVM 1000 2000 7.13%

TSVM 1000 5000 6.28%

TSVM 1000 10000 5.65%

TSVM 1000 20000 5.43%

TSVM 1000 40000 5.31%

4. Conclusion

In this article we have reviewed some of the main types of discriminative semi-supervised

learning algorithms for classification that are available, and discussed some of the latest

advances in making those algorithms scalable.
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Semi-supervised learning is useful when labels are expensive, when unlabeled data

is cheap and when p(x) is useful for estimating p(y|x), e.g. if either the manifold or

cluster assumptions are true. We have reviewed several different algorithmic techniques

for encoding such assumptions into learning, generally this is done by somehow "mar-

rying" unsupervised learning into a supervised learning algorithm. Instances of this ap-

proach are graph-based approaches, change of representation based approaches and mar-

gin based approaches. All of these can somehow be seen as either explicitly or implic-

itly adding a regularizer that encourages that the chosen function reveals structure in the

unlabeled data.

Large-scale learning is often realistic only in a semi-supervised setting because of

the expense of labeling data. Moreover, the utility of an unlabeled example is less than

a labeled one, thus requiring a relatively large collection of unlabeled data for its use to

be effective. However, to make current algorithms truly large-scale, probably only linear

complexity with respect to the number of examples will suffice. At least in the non-linear

case, current approaches still fall short, leaving the field still open for further research.
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Abstract. This paper presents a survey of UM tasks and of related ma-
chine learning and data mining problems. It first proposes a panorama of 
UM applications merged in a few categories according to the similarity of 
the tasks from the machine learning point of view. Then it details a little 
more details usage mining for hypermedia and web-based applications. 
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Introduction 

The increasing complexity of user tasks and the availability of increasing amount of in-
formation to a wide variety of users have made user modeling (UM) an important com-
ponent of many today applications and services. UM aims at modeling the user in order 
to help him efficiently use the systems he is offered and retrieve the information he is 
looking for through adaptation and personalization e.g. filtering the information ac-
cording to his will and needs.  

Information systems, hypermedia, websites, application software are becoming 
more and more complex, hence difficult to use efficiently. The increasing amount of 
on-line information available to a user through Internet makes recovering information 
harder and harder. While many software, hypermedia, websites and services are poten-
tially used by a variety of users, these systems have traditionally been developed in a 
“one size fits all” manner. Consequently, they are often not adapted to most of the us-
ers, with various knowledge, preferences, and needs.  

There are two main questions when building a user modeling component. The first 
question is how to represent a user, i.e. what is a user model? It should include all in-
formation (goal, plans, preferences, beliefs, etc.) useful for improving interaction be-
tween the user and the system. The second question is how to gather the information 
about a user. There are many situations where explicit collection of user data (e.g. 
through form filling) is not adapted or possible. Then one can use non intrusive ma-
chine learning techniques for automatic gathering of high level information, the user 
model, from low level data, i.e. interaction logs with the system.   

This paper presents a survey of UM tasks and of related machine learning and data 
mining problems. This is not an easy task according to the wide scope of UM applica-
tions and to the variety of machine learning techniques commonly used for solving one 
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particular UM task; Taxonomy of UM tasks and of ML techniques do not match well 
[1]. [2] proposed a synthetic survey but for a limited scope of UM applications. In this 
paper we first propose a brief panorama of UM applications that we classify in a few 
categories according to the similarity of the tasks from the machine learning point of 
view. Then we discuss of what are user models in this variety of applications. Finally 
we discuss in some more details usage log mining based applications.  

1. Broad User Modeling Applications 

We present briefly in this section the main UM tasks by grouping these in four families 
of applications that exhibit some similarity with respect to the ML tasks they rely on 
and to the ML techniques used, Figure 1 illustrates this taxonomy. 

Figure 1. Schematic map of broad categories of UM applications (top) and of ML related tasks and tech-
niques (bottom). 

1.1. Intelligent Interaction Systems 

Today, in order to deal with an increasing number of complex applications a user 
should know all of its functionalities together with how to use it, while some of these 
functions often require a sequence of basic actions. Unfortunately, it is usually not pos-
sible for a user to even know all what his applications could do for him. Intelligent 
User Interface (IUI) aims at improving interaction between the user and the machine. 
IUI dates back the sixties with graphical user interface. It was not before the eighties 
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that the user started becoming the focus of attention for interface design. One of the 
emblematic works in IUI was the Lumiere project which lead to the Office’97 Assistant 
[3]. The project aimed at providing tools for reasoning under uncertainty about the 
goals of a software user. It relies on Bayesian Networks, whose structure is chosen by 
hand, for encoding links between goals and needs. Another aspect of Intelligent Inter-
action Systems concerns the optimization of man-machine interaction, through dia-
logue interpretation. Dialogue interpretation is much related to natural language proc-
essing (NLP). It focuses on interpreting user arguments and may benefit from 
integrating a model of a user’s beliefs and inferences [4]. Such systems often rely on 
Dynamic Bayesian networks and similar statistical tools.  

Main ML problems in IIS tasks lie in the high cognitive level of modeling, i.e. the 
complexity of the information one wants to infer about the user. IIS aim to reason 
about the goals, preferences, actions of the user, hence usually require much prior in-
formation for designing the system (Bayesian networks structure etc). Hence IIS main 
difficulties lie more in the design of models for reasoning and in the integration of user 
modeling components in natural language processing tools (e.g. for dialogue). 

1.2. Usage Modeling and Mining 

A second series of UM tasks, such as Educational Hypermedia and Adaptive Hyper-
media (AH), and Website Analytics solutions (WA), concern usage modeling and min-
ing. Many of these applications are related to model, cluster or analyse user log ses-
sions acquired through the interaction of a user with a system. Tasks differ in the 
environment where the user is observed (i.e. navigates). It may be much constrained, as 
in AH or approaching real life like in office activities help systems.  

Traditional hypermedia systems have been described as “user-neutral” since they 
do not consider the characteristics of the individual user and provide the same content 
(pages) and the same links to all users [5]. The goal of AH is to improve the usability 
of such hypermedia through their automatic adaptation to individual users. This adapta-
tion consists either in personalizing the content of the hypermedia, e.g. by summarizing 
documents based on the user’s interests, or in personalizing the navigation through dy-
namic link adding, removing or recommending. A number of applications have 
emerged recently by considering wider user environments. [6] studied the segmentation 
of the multiple activities of a computer user, while the TaskTracer system [7] aims to 
detect task switch to configure the computer for the current task. [8] proposed a system 
for monitoring user activities in an office (Phone conversation, Face to Face conversa-
tion, Nobody present, etc), based on video, acoustic, and computer interactions. Fi-
nally, a slightly different task is faced by website analytics solutions such as Web-
Trends or E.Pihany (see [9] for a review). The goal of such tools, which are often 
integrated in Customer Relationship Management (CRM) systems, consists in provid-
ing business intelligence though high level knowledge about customers. It provides 
simple information such as the number of unique visitors per day to more complex 
measures about the efficiency of a marketing campaign. Some other tasks are related to 
usage mining such as interface design and interface evaluation based on various input 
data such as click streams or eye-movements.  

From the ML point of view most of these tasks focus on the processing (clustering, 
correlation discovery etc) of observation sequences. They often rely on statistical mod-
els such as Markov models and variants (Hidden Markov Models, Hierarchical Hidden 
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Markov Models etc) to infer high level knowledge from low-level signals (e.g. click 
stream). As a consequence, while some of the systems are automatic [6], [8] others 
overcome the difficulty by relying on the cooperation of the user [7]. Usage mining 
usually comes with huge quantities of logs whose processing requires specific answers, 
for instance [10] suggests fast variants of HMMs.  

1.3. Recommendation Systems 

In the context of e-commerce, Recommender Systems (RS) aim to provide rele-
vant information to the user (document, product, etc.) based on the experience learned 
from a (large) number of users. Many of the largest commerce Web sites (Ama-
zon.com, CDNOW, eBay, Moviefinder.com …) are using recommender systems to 
help their customers find relevant products (e.g. to purchase) [11], [12]. Many recom-
mendation systems are server-side and based on various filtering strategies. Content 
based filtering consists in recommending items similar to already bought items. Col-
laborative filtering consists in recommending items bought by similar users [13]. It of-
fers the advantage of naturally handling taste which is otherwise difficult to model. 
Recommendation systems and adaptive hypermedia lead to few derived tasks such as 
Website Personalization (see My Yahoo!, My Netscape). 

Recommender systems come with some major ML problems. First one usually has 
to deal (e.g. for clustering users) with incomplete data. Second, the industrial context of 
recommender systems (huge e-stores) induces a scale problem. There are many users 
and many products that require computationally efficient methods. Then one has to 
deal (e.g. to cluster users) with very high dimensional sparse data requiring efficient 
dimension reduction techniques. Also, a particularity of huge e-stores lies in the num-
ber of categories (i.e. items) to recommend. While some items are very well known, of-
ten bought or examined, the majority of products are rarely bought or known by the us-
ers. Being able to make recommendation for this large number of items without much 
training data is a today challenge. Finally, alike many other web-related domains, Re-
commender Systems have to face spam, e.g. crawling attacks aiming at altering the sys-
tem’s recommendation behaviour w.r.t. a particular item. 

1.4. Information Retrieval 

Information Retrieval (IR) has long been associated with UM1. Despite their indubita-
ble capabilities today search engines cannot actually handle natural language queries 
since they are not able to deeply understand their meaning. Hence there is much room 
for improvement, one direction is personalization. A number of techniques have been 
proposed to personalize text search engines that are often rather simple ML extensions 
of IR techniques, such as tfidf weighting using history [14], query expansion based on 
previous queries, immediate result reranking, personalized page-rank (i.e. topic sensi-
tive) [15]. Also note that some attempts have been made to implicitly acquire user in-
formation in an information retrieval task through eye-movements only. Some methods 
have also been proposed for search engines on more complex data (e.g. image, video) 
[16]. The difficulty of such tasks, hence the weakness of existing search engines, 

                                                          
1 See the series of UM and IR workshops at UM conference. 
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makes the interaction acceptable for users. The solution is then to put the user in the 
loop and to design interactive search engines. This is a first step towards the actual in-
tegration of UM in search engines which would require designing specific tools and 
methods for learning user interaction. 

A closely related problem consists in recommending links on the web. Since it is a 
very difficult task ML techniques are rather simple, it is then closer to recommender 
systems than to hypermedia navigation help systems. A number of systems have been 
proposed for web users that focus on helping the user to search for information, e.g. 
WebIC [17], and Web Watcher [18]. Both systems rely on the textual content of ac-
cessed pages. Web IC implements a kind of content-based filtering approach by look-
ing for specific words based on the browsing patterns and seeks pages that contain 
these assumed relevant words. Web Watcher is more a collaborative filtering technique 
in that it relies on the annotation of any page by all the words in the queries of all users 
that reached the page. Lastly, a number of social media sites appeared in the last few 
years (Flickr, Delicious, CiteULike, YouTube) which play the role of recommender 
systems but usually without requiring ratings. These systems make use of contacts 
(through collaborative Filtering) and/or of metadata like tags on images (collaborative 
and content based Filtering). 

In addition to inherited problems from Information Retrieval (including huge 
quantities of data), Personalized IR faces the real problem of optimally (from the ML 
point of view) integrating the user in the loop of interactive and adaptive IR systems. 
As pointed by [19], users are increasingly understood to be the driving force of the 
Internet, the problem is how to efficiently empower them. 

2. User Models 

The definition of a user model (UM) is usually an ad-hoc compromise between the 
available data from the user and what one wants to do with the user data. One can char-
acterize a user model according to some features such as explicit vs. implicit (informa-
tion asked to the user such as his age etc or automatically inferred from interaction), 
static (long-term) vs. dynamic (short-term), understandable vs. not understandable.  

Simplest UMs are feature vectors. Stereotypes, introduced by [20], are typical sets 
of user characteristics (e.g. ratings of some items); it is a popular way for representing 
user knowledge in adaptive systems and recommender systems. Slightly more complex 
UMs are used in the information retrieval community (search engine personalization). 
One standard technique is to detect most significant words from the content of the 
documents the user accessed and to assume these words represent the user interests 
[21]. The EH community uses another kind of UMs, that rely on the hand-made defini-
tion of a domain model [22]. A domain model represents the knowledge about the con-
cepts of the application and of their relations. It may be a tree or a graph of concepts 
with, eventually, typed edges (with semantic such as generalization-specialization). An 
overlay UM shares the same representation as the domain model and is used to repre-
sent a user in the concept space (knowledge, interest etc). The use of overlay user mod-
els has been extended to the AH field, however domain models are either unavailable 
or much more complex in AH than in EH. Techniques for automatic design of domain 
models have been proposed, ranging from using naïve domain models derived from the 
website structure, to the automatic discovery of concept hierarchies (i.e. ontology) from 
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the hypermedia content which is a clear difficult ML problem (e.g. [23]). Among the 
least understandable user models are machine learning based user models that are usu-
ally implicit. For instance, a user model may consist in a neural network that predicts 
the next web page the user is expected to access. Of course the black-box feature of 
such UMs is a clear drawback since is prevent the user to know what the system knows 
about him and to interact with it [2].  

3. Usage Log Processing 

Usage log modeling and mining is a major component in a wide scope of user model-
ing applications described in Section 2. It is used in interface and hypermedia personal-
ization, website analytics, personalized information retrieval, and in some cases for rec-
ommendation systems. However, although the goal is fundamentally similar (extracting 
information from sequences) techniques and tasks are much different when dealing 
with poor and noisy server-side logs for web applications or with richer and cleaner 
logs such as hypermedia usage logs. 

3.1. Preprocessing and feature extraction 

A first step before using data mining and machine learning tools is the preprocessing of 
the logs [24]. This is a crucial step especially for web usage mining which are usually 
gathered on the server side and are very noisy and inaccurate, due to the poorness of 
server logs and to proxy and cache technologies. Preprocessing includes logs cleaning, 
session identification, and user identification, which are actually difficult tasks. As an 
illustration of this difficulty the very first non-trivial information that produces a web-
site analytics solution is the number of unique visitors per day. The preprocessing step 
often relies on a number of ad-hoc parameters and on heuristics that lead to inaccuracy 
and unreliable information, it would benefit from a more principled ML approach.  

When dealing with usage logs the preprocessing step is completed with a feature 
extraction stage where one has to choose the representation of a session that will be 
processed by the system (e.g. HMMs). One may decide to represent a session by a se-
quence of feature vectors, where a feature vector is computed for every page accessed 
or for a fixed duration (e.g. every 30 seconds) [6], [25], [26]. Then one has to define 
features. In adaptive hypermedia applications for instance a session log is a rich se-
quence of events such as a click on a link, on an image, on the print button, the use of 
the vertical scroll. One may compute many features that characterize the path in the 
hypermedia (with cycles, backs etc), the user activity (number of scrolls, clicks etc). 
Furthermore, the log input sequence is often augmented with additional information 
such as the content of the accessed pages, which may be exploited to compute higher 
level features such as the average textual distance between two accessed pages etc. 

3.2. Mining Sequential patterns  

Mining user logs can be done with a few techniques and may serve multiple goals. Two 
main categories of methods are used. First one can put all the data in a data base and 
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use appropriate methods (e.g. association rules). Second one can use machine learning 
techniques (e.g. HMMs) for dealing with raw observation sequences.  

A first series of application consists in inferring simple reporting information about 
the user’s browsing behaviour. Association rules are one of the simplest techniques for 
such a task. In fact, this is one technique that does scale with huge quantities of logs 
where most methods don’t. It is used to extract information about co-occurrence of 
pages in a session, which help to understand general trends of user’s behaviour [9, 24]. 
A second series of application is more related to prediction of the next page for cache 
optimization and prefetching. The idea is for instance to optimize navigators’ cache by 
presending the pages with high probability to be accessed in the future [26]. Many such 
systems exploit Markovian models. A third series of tasks consists in clustering and 
classifying users or user’s sessions, e.g. for clustering users or for designing help sys-
tems. One may use clustering algorithms on fixed dimension representations of se-
quences [27]. Alternatively one may directly operate on raw sequences and use stan-
dard clustering algorithms together with a sequence alignment-based distance between 
sequences (e.g. dynamic programming). Alternatively one can use probabilistic models. 
For instance, [28] and [29] investigate model-driven clustering, i.e. learning a mixture 
model, for identifying typical categories of sequences, where component models are 
variants of Markovian models (Markov chains, HMMs, Multi-stream HMM etc).  

One major task when dealing with rich logs such as in adaptive hypermedia is the 
detection and tracking of user’s navigation behaviour. Often one considers a typology 
of typical navigation behaviours that every user is assumed to adopt in his/her naviga-
tion. Actually a common and intuitive hypothesis consists in assuming that a user that 
navigates on the web or in a hypermedia will act differently according to his/her short 
term goals. A few characterization of user navigation patterns have been proposed. For 
instance [30] proposed a typology which distinguishes between a few broad behaviours 
such as searching for particular information, browsing without precise goal, scanning a 
specific part of the hypermedia/web, etc. A number of studies have focused on the use 
of various Markovian models for detecting and tracking user navigation behaviour 
within such taxonomy ([25], [29]) with the aim to recommend a relevant link to the 
user according to his browsing history. When processing such logs with Markovian 
models, one has to decide what a state means. It may be a page of the hypermedia [26] 
or something that depends implicitly on the history of the navigation [25]. A conclu-
sion of these studies is that the search behaviour is by far easier to recognize than other 
navigation patterns, and that the corresponding help strategy is the most efficient. 
These works also show that relying on a general taxonomy of user behaviors (like in 
[30]) is often not informative enough to provide relevant link recommendation. Instead 
a more promising idea is to automatically discover behaviour taxonomy from a corpus 
of sessions, which may be viewed in the context of Markovian modeling as a problem 
of Markovian topology learning from data [29]. 

4. Conclusion

Machine Learning has long been associated to User Modeling. The scope of UM appli-
cations is very wide so that all the ML paradigms and all the ML techniques may be 
useful in a particular UM settings. We presented a panorama of the UM field and a few 
of today’s ML-related problems, dealing with high dimensional data for recommender 
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systems, integrating the user in the loop in information retrieval systems, detection and 
tracking of user behaviour from click-streams for usage mining. 
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Abstract. Using unlabeled data to unravel the structure of the data to leverage

the learning process is the goal of semi supervised learning. Kernel framework

allows to model the data structure using graphs and to build kernel machines such as

Laplacian SVM [1]. But a remark is the lack of sparsity in variables of the obtained

model leading to a long running time for classification of new points. We provide a

way of alleviating this problem by using a L1 penalty and a algorithm to efficiently

compute the solution. Empirical evidence shows the benefit of the algorithm.

Keywords. Semi-supervised learning, Laplacian SVM, sparsity, regularization path

Introduction

Semi-supervised learning addresses the problem of a database containing few labeled

data and a relative large amount of unlabeled data. This situation can occur when the cost

of giving a label to each point by an expert is high. The question arises if the knowledge

of the labels of few points is sufficient to construct a decision function able to guess

the correct class of the unlabeled data. Different approaches have been proposed [2] and

many of them rely more or less on the cluster assumption: labeled and unlabeled data

can be clustered and two points which are "close" share the same label. Thus, some al-

gorithms determine a decision function which avoids the high density regions. Other al-

gorithms use graphs to represent the data structure. Flexibility of the maximum margin

kernel framework allows to model graph smoothness and to build algorithms such as

Laplacian SVM [1]. This adopts a geometric point of view: assuming the data lie on sub-

manifolds, the decision function must avoid passing through these manifolds. Hence, a

penalty term preserving the manifolds is added to the classical L2-SVM problem (clas-

sification of the � labeled data (xi, yi)) via the Laplacian L of the adjacency graph [1]:

{
minβ,b,ξ

∑�
i=1 ξi + λ2

2 β�Kβ + μ
2 β�KLKβ

s.t. yif(xi) ≥ 1 − ξi, ξi ≥ 0, i = 1, . . . , �
(1)

K is the kernel matrix of labeled and unlabeled data, λ2 is the L2-norm regulariza-

tion parameter whereas the parameter μ takes into account the manifold constraint. The

decision function f(x) =
∑�+u

j=1 βjk(x, xj) + b (with k the kernel) involves all the la-

beled as well as unlabeled data. Generally, the function f is not sparse in variables (few

parameters βj are null) leading to a long running time for classification of new points.

To alleviate this drawback, we propose a sparse version of the algorithm.
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1. Tuning sparsity and smoothness of Laplacian SVM

To obtain a sparse solution, we explicitly include in the learning problem (1) a L1-norm

constraint:
∑�+u

j=1 |βj | ≤ s in order to yield a decision function depending only on rele-

vant training points (notice that according to the kernel trick, there is a duality between

the training points xi and the variables k(xi, .) induced by the kernel). Making the reg-

ularization parameter s small tends to cause some of the coefficients βj to be null. With

this formulation, it is necessary to realize a trade off between the sparsity, the manifold

constraints and the L2 penalty (smoothness of f ) by tuning appropriately s, μ and λ2. To

examine the evolution of the decision function w.r.t to these hyperparameters, we com-

pute regularization paths. According to [3,4], it can be shown that the solution paths are

piecewise linear and can be computed in a smart and efficient way. Indeed, for instance,

if μ and λ2 are fixed, we can easily compute the sparsity path i.e. the set of all solutions

{fs(x), 0 ≤ s ≤ ∞}. At step t + 1, the parameters of the model are obtained from the

previous step via the linear relation : θt+1 = θt + (s − st)ηt where θ = [β�, b]�.
The slope vector η is the solution of a linear system of size card(A) + card(E). A and

E are respectively the sets of active variables (βj �= 0) and labeled margin points [4].

If μ and s are fixed, one can derived a similar algorithm based on the same mechanism

leading to the smoothness path which computes the solutions {fλ2
(x), 0 ≤ λ2 ≤ ∞}.

Proposed methodology As the simultaneous determination of the hyper-parameters μ,

s and λ2 is a difficult task, we propose the following scheme: the λ2-path is run assuming

μ fixed, and no sparsity constraint (this is equivalent to s = ∞). The best non sparse

model f∗
λ2

(x) is identified in this way using a validation procedure. Then, the sparsity

path is applied to the later model to yield the best sparse model f∗
s,λ2

(x).

Results Applications of the procedure to the USPS handwritten digit database are re-

ported in tables 1. � labeled points per class where selected randomly. The algorithm was

stopped when the error on the unlabeled data is of the same order as the error on the best

original Laplacian SVM.

Table 1. Some results on USPS database. |A| = n for the original Laplacian SVM solution. Seven runs are

done, the error is the average number of misclassified points. The values in brackets are standard deviations

(a) Training of class 2 against 5 - n = � + u = 847 training points

� 16 32 64

|A| 132 (104.17) 126 (154.18) 105.87 (114)

Test error 19 (8.73) 13 (2.78) 9 (3.33)

(b) Training of class 1 against 7 - n = � + u = 954 training points

� 16 32 64

|A| 348 (118.7) 317 (37.42) 408 (190.40)

Test error 36.8 (23.63) 23.25 (6.19) 13.75 (2.63)
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Abstract. We describe here a categorization system that allows to manage an arbi-

trary number of categories. It is based on a cascade of categorizers arranged as a

tree. Categorizers are deployed on a set of machines to parallelize the processing.
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Introduction

The memory and time complexity is a crucial problem for categorization algorithms.

Indeed, the complexity is somehow linked to the number of considered classes multiplied

by the size of the vocabulary used during the training phase. Managing a large category

system with a single standalone categorizer is most often impossible since these two

parameters increase at the same time as the category system grows.

The solution proposed here allows to manage an arbitrary number of categories. It

is based on a cascade of categorizers arranged as a tree. Each node of the tree is a cat-

egorizer the role of which is either to find the next categorizer(s) (for the intermediary
categorizers) or the actual categories (for the final categorizers). From a practical point

of view, the intermediary categorizers act as coarse-grained switches while the final cat-

egorizers play their classical roles and return the possible matching categories with the

corresponding probabilities. These probabilities are then aggregated and unified to define

the final result.

1. Definition of the category system

In figure 1-a, we considered a system based on a significant part of the Dmoz Open Di-

rectory Project (http://www.dmoz.org): namely the categories corresponding to the topics

Arts, Business, Home, Reference, Science, Computers, News, Regional, Society, Health,
Recreation and Sports. For the decomposition into intermediary categorizers, we first

tried the most intuitive that consists of considering the set of immediate sub-categories

as shown in the figure 1-b. However, when categorizers of a level are not homogeneous

in term of sub-categories and vocabulary, including further sub-categories has shown to

improve the results.
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BusinessComputerScience
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Figure 1. System based on a significant part of Dmoz Open Directory Project.

2. Cascading processing and aggregation of the results

The cascade approach allows several algorithms and strategies to define at each interme-

diary level which paths have to be followed. For instance, we can consider to follow sev-

eral paths in parallel if we want to process documents containing different aspects (e.g.

Computer and Business or Sciences and Health). Alternatively, we can decide to really

focus on the main category and then to follow a direct path to a single final categorizer.

Since the results of the categorization returned by final categorizers are independent

we have to aggregate them. To do so, we have used calibration [1] to re-rank the different

results in order to provide an homogeneous result across the whole category system.

Conclusion

The main advantages of our architecture are: (i) it uses a classical categorizer (Probabilis-

tic Latent categorizer [2]) as a black box for the nodes of the systems: it is not required

to modify the code of the categorizer; (ii) it allows to consider a very large number of

categories: we have successfully experimented systems based on the United States Patent

and Trademark (USPTO http://www.uspto.gov) category system (15 000 categories) and

a larger one (100 000 categories) based on Dmoz. (iii) the cascading approach is flexible

enough to really cope with the desired results and the specificity of the category system.

(iv) it is possible to put in place a very efficient and low cost system: because the different

categorizers do not require a lot of resources and are independent, the whole system can

be distributed on a set of basic desktops. Then processing several times the same docu-

ment (up to 5 in practice) is highly compensated by the pipelining and the parallelisation

of the processing. We reached almost six hundred documents per minute with the system

of 100 000 categories deployed on just 5 machines.
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Abstract. This paper provides an introduction to the field of data stream 
management and mining. The increase of data production in operational 
information systems prevents from monitoring these systems with the old 
paradigm of storing data before analyzing it. New approaches have been 
developed recently to process data ‘on the fly’ considering they are produced in 
the form of structured data streams. These approaches cover both querying and 
mining data. 

Keywords. Data processing, data streams, querying data streams, mining data 
streams. 

Introduction 

Human activity is nowadays massively supported by computerized systems. These 
systems handle data to achieve their operational goals and it is often of great interest to 
query and mine such data with a different goal: the supervision of the system. The 
supervision process is often difficult (or impossible) to run because the amount of data 
to analyze is too large to be stored in a database before being processed, due in 
particular to its historical dimension. 

This problem has recently been studied intensively, mainly by researchers from the 
database field. A new model of data management has been defined to handle “data 
streams” which are infinite sequences of structured records arriving continuously in 
real time. This model is supported by newly designed data processing systems called 
“Data Stream Management Systems”. These systems can connect to one or several 
stream sources and are able to process “continuous queries” applied both to streams 
and standard data tables. These queries are qualified as continuous because they stay 
active for a long time while streaming data are transient. The key feature of these 
systems is that data produced by streams are not stored permanently but processed ‘on 
the fly’. Note that this is the opposite of standard database systems where data are 
permanent and queries are transient. Such continuous queries are used typically either 
to produce alarms when some events occur or to build aggregated historical data from 
raw data produced by input streams. 

As data stored in data bases and warehouses are processed by mining algorithms, it 
is interesting to mine data streams, i.e. to apply data mining algorithms directly to 
streams instead of storing them beforehand in a database. This second problem has also 
been studied and new data mining algorithms have been developed to be applicable 
directly to streams. These new algorithms process data streams ‘on the fly’ and can 
provide results either based on a portion of the stream or on the whole stream already 
seen. Portions of streams are defined by fixed or sliding windows. 
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Several papers, tutorials and books have defined the concept of data streams (see for 
instance [1], [2], [3], [4], [5]). We recall here the definition of a data stream given in 
[3]:

“A data stream is a real-time, continuous, ordered (implicitly by arrival time or 
explicitly by timestamp) sequence of items. It is impossible to control the order in 
which items arrive, nor is it feasible to locally store a stream in its entirety.” 

The streams considered here are streams of items (or elements) in the form of 
structured data and should not be confused with streams of audio and video data. Real-
time means here also that data streams produce massive volumes of data arriving at a 
very high rate. Table 1 shows an example of a data stream representing electric power 
consumption measured by many communicating meters in households (see [6]).

Table 1. Example of a data stream describing electric power metering 

Timestamp Meter Active P (kW) Reactive P (kVAR) U (V) I (A)

… … … … … …

16/12/2006-17:26:12 86456422 5,374 0,498 233,29 23

16/12/2006-17:26:32 64575861 5,388 0,502 233,74 23

16/12/2006-17:26:11 89764531 3,666 0,528 235,68 15,8 

16/12/2006-17:29:28 25647898 3,52 0,522 235,02 15

… … … … …

This paper provides an introduction to the data stream management and mining 
field. First, the main applications which motivated these developments are presented 
(telecommunications, computer networks, stock market, security, …) and the new 
concepts related to data streams are introduced (structure of a stream, timestamps, time 
windows, …). A second part introduces the main concepts related to Data Stream 
Management Systems from a user point of view. The third part presents some results 
about the adaptation of data mining algorithms to the case of streams. Finally, some 
solutions to summarize data streams are briefly presented since they can be useful 
either to process streams of data arriving at a very high rate or to keep track of past data 
without storing them entirely. 

1. Applications of data stream processing 

Data stream processing covers two main aspects: (1) processing queries defined on one 
or several data streams, possibly also including static data; (2) performing data mining 
tasks directly on streams, usually on a unique stream. For both of these aspects, the 
following requirements should be met: 

Processing is done in real-time, following the arrival rate in the streams and 
not crashing if too many items arrive 

Each item of the stream is processed only once (one-pass processing) 
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Some temporary storage of items of the streams may be considered but with a 
bounded size 

We divide the applications of data stream processing in two categories: 

Real-time monitoring (supervision) of Information Systems. Whatever the 
sector of activity, current Information Systems (IS) manage more and more 
data for supporting human activity. The supervision of these systems (for 
instance supervision of a telecommunication network) requires the analysis of 
more and more data. It is not possible anymore to adopt the ‘store then 
process’ strategy which has been used until now by maintaining large data 
warehouses. There is a strong need for real-time supervision applied on 
detailed data instead of batch supervision applied on aggregate data. This can 
only done by processing data on the fly which is the approach developed by 
data stream processing. 

Generic software for operational systems managing streaming data. There 
are many operational Information Systems for which the main activity is to 
process streams of data arriving at a high rate. It is the case for instance in 
finance where computerized systems assist traders by analyzing automatically 
the evolution of the stock market. Such systems are today developed without 
any generic tool to process streams, exactly as first Information Systems were 
developed using files to store data before data base technology was available. 
Data stream processing solutions will provide generic software to process 
queries on streams, analyze streams with mining algorithms and broadcast 
resulting streams. 

Supervision of computer networks and telecommunication networks has been one 
of the first applications motivating research on data streams. Supervision of computer 
networks consists in analyzing IP traffic on routers in order to detect either technical 
problems on the network (congestion due to undersized equipment) or usage problems 
(unauthorized intrusion and activity). These applications fall into the first category of 
real-time monitoring of IS. The size of data to be analysed is huge since the utmost 
detailed item to be analyzed is an IP packet. Typical rate is several tens of thousands of 
records per second to be processed when raw detailed data is already sampled by 1/100. 
Typical queries on streams for these applications are the following: find the 100 most 
frequent couples of IP addresses (@sender, @destination) on router R1, how many 
different couples (@sender, @destination) seen on R1 but not R2, and this during the 
last hour ?

Finance is today the domain where first commercial data stream management 
systems (see [7] and [8] for instance) are used in an industrial way. The main 
application in finance is to support trading decisions by analyzing price and sales 
volume of stocks over time. These applications fall into the second category of 
operational systems whose first goal is to manage streams of data. Typical queries on 
streams for these applications are the following: find stocks whose price has increased 
by 3% in the last hour and the volume of sales by 20% in the last 15 minutes.
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An interesting other (artificial) application is the “Linear Road Benchmark” (see 
[9]). The “Linear Road Benchmark” is a simulator of road traffic which has been 
designed to compare the performance of different Data Stream Management Systems. 
It simulates road traffic on an artificial highway network. Vehicles transmit 
continuously their position and speed: all data are received by the Data Stream 
Management System which is in charge of supervising traffic by computing for each 
vehicle a toll price depending on the heaviness of the traffic: high traffic on a highway 
portion leads to a high price. Computed toll are sent in real-time to vehicles so that they 
can adapt their route to pay less. This system – though only imaginary – is interesting 
because it falls in both of the categories described above: the result of a real-time 
supervision is directly re-injected in the operational system. 

Other applications are described in [3] and concern web log analysis and sensor 
networks. 

2. Models for data streams 

2.1. Structure of data streams 

As recalled in the introduction, a data stream is an infinite sequence of items 
(elements). Usually, items are represented by a record structured into fields (i.e. a 
tuple), all items from the same stream having the same structure. Each item is 
associated with a timestamp, either by a date field in the record (this is referred to 
explicit timestamping) or by a timestamp given when an item enters the system (this is 
referred to implicit timestamping). Still related to the representation of time in streams, 
the timestamp can be either physical (i.e. a date) or logical (i.e. an integer which 
numbers the items). Implicit timestamping ensures that items arrive in the order of 
timestamps while it is not true for explicit timestamping. Table 1 showed an example 
of explicit physical timestamp. Table 2 shows an example of data stream figuring IP 
sessions described by implicit logical timestamps. 

Table 2. Example of a data stream describing IP sessions 

Timestamp Source Destination Duration Bytes Protocol

… … … … … …

12342 10.1.0.2 16.2.3.7 12 20K http

12343 18.6.7.1 12.4.0.3 16 24K http

12344 12.4.3.8 14.8.7.4 26 58K http

12345 19.7.1.2 16.5.5.8 18 80K ftp

… … … … … …

2.2. Model of data streams 

Following [4], the contents of a stream describe observed values which have to be 
related to one or several underlying signals: the model of the stream defines this 
relationship. An observation is defined by a couple (ti, mi) where ti is a timestamp and 
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mi is a tuple of observed values. For instance in Table 2, ti=i since the timestamp is 
logical and m12342=(10.1.0.2, 16.2.3.7, 12, 20K, http).

There are several possibilities to define one underlying signal from observations. 
For instance in the stream of Table 2, one may be interested in: 

the number of bytes transmitted at each timestamp. This is called the time
series model where each observation gives directly the value of the underlying 
signal.

the total number of bytes going through the router since the beginning of the 
stream. This is called the cash register model where each observation gives a 
positive increment to add to the previous value of the signal to obtain the new 
value. When increments can be negative the model is called the turnstile
model.

Another possibility is to define several signals from a single stream. This is the 
case when the stream contains information related to several objects: one signal per 
object may be extracted from the stream. For instance in Table 1, one may define one 
signal per meter and in Table 2, one may define one signal per @sender IP address or 
per couple (@sender, @destination). Again the model can be the time series, the cash 
register or the turnstile model for each underlying signal. 

Depending on the model of the stream, the transformation of observations to the 
defined underlying signals may be easy or difficult. For instance, the transformation 
requires large computations when there is a very large number of underlying signals 
(for instance in Table 2 if there is one signal per @sender IP address). 

2.3. Windows on data streams 

In many applications, the end-user is not interested in the contents of the whole stream 
since its beginning but only in a portion of it, defined by a window on the stream. For 
instance, a typical query may be: find the 100 most frequent @sender IP address 
during the last hour. There are several ways to define windows on a stream: 

The window can be defined logically (in terms of number of elements, ex: the 
last 1000 elements) or physically (in terms of time duration, ex: the last 30 
minutes). 

The window can be either a fixed window (defined by fixed bounds, ex: 
September 2007), a sliding window (defined by moving bounds, ex: last 30 
minutes), or a landmark window (one fixed and one moving bound, ex: since 
September, 1st, 2007). 

Finally, the end-user has to define the refreshment rate for the production of the 
results of queries/data mining tasks (ex: give, every 10 minutes, the 100 most frequent 
@sender IP address during the last hour). Again the refreshment rate can be defined 
either logically or physically. 
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3. Data stream management systems 

Data Base Management Systems (DBMS) are software packages which help to manage 
data stored on disk. A model is available to define structures of data (usually the 
relational model) and a query language enables to define/modify structures and to 
insert/modify/retrieve data in the defined structures. The most popular query language 
is the SQL query language. A DBMS also offers other services like transaction 
processing, concurrency control, access permission, backup, recovery, … It is 
important to note that in a DBMS data is stored permanently and that queries are 
transient.

Though there is not yet a stable definition of a Data Stream Management System 
(DSMS), DSMSs can be seen as extensions of DBMSs which also support data 
streams. The structure of a data stream is defined in the same way as a table in a 
relational database (i.e. list of fields/attributes associated with a data type), but there is 
no associated disk storage with a stream. A data stream is connected to a source where 
data arrives continuously (for instance a TCP/IP port) and there is no control on the rate 
of arrival in the source. If the DSMS is not able to read all data in the source, the 
unread data is lost. 

3.1. Continuous queries 

The key feature of a DSMS is that it extends the query language to streams. The 
semantics of a query has to be redefined when it is applied to streams. The concept of 
continuous query has been introduced to do so. The result of a query on a stream can be 
either another stream or the maintenance of a permanent table which is updated from 
the contents of the streams. Thus queries are permanent and process data ‘on the fly’ 
when it arrives: this explains why queries on streams are called continuous. 

Let us consider the following stream describing the orders from a department store, 
sent to this stream as there are created: 

ORDERS (DATE, ID_ORDER, ID_CUSTOMER, ID_DEPT, TOTAL_AMOUNT) 

The following query filters orders with a large amount: 

SELECT DATE, ID_CUSTOMER, ID_DEPT, TOTAL_AMOUNT 
FROM ORDERS 
WHERE TOTAL_AMOUNT > 10000; 

This query can be processed ‘on the fly’ (without storing the whole stream) if its 
result is output as another stream. 

Let us now consider the following query computing the sum of sales per 
department: 

SELECT ID_DEPT, SUM(TOTAL_AMOUNT) 
FROM ORDERS 
GROUP BY ID_DEPT; 
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The result of this query is typically a permanent table which is updated from the 
contents of the stream. Note that the stream does not need to be stored since the update 
of the result can be done incrementally. It is also possible to generate another stream 
from the permanent updated table by sending to this new stream at the refreshment rate 
either the whole table, the inserted tuples or the deleted tuples between the refreshment 
timestamps. 

These two queries can be extended easily to join the stream to a permanent table 
describing customers, for instance for the last query: 

SELECT ORDER.ID_DEPT, CUSTOMER.COUNTRY, SUM(TOTAL_AMOUNT) 
FROM ORDERS, CUSTOMER 
WHERE ORDERS.ID_CUSTOMERS=CUSTOMER.ID_CUSTOMER 
GROUP BY ID_DEPT, CUSTOMER.COUNTRY; 

Again, this query can be evaluated without storing the stream, by joining on the fly 
the tuples from the stream to the ones of the permanent table and maintaining 
incrementally the aggregates. This is true when the customer information is available in 
the permanent table at the time an order corresponding to the customer arrives in the 
stream. 

But things are not always so easy. There are many cases where it is not possible to 
produce the result of the query without storing the whole stream. We define a second 
stream containing the different bills associated with orders, several bills being possibly 
associated with one order and arriving at different times: 

BILLS (DATE, ID_BILL, ID_ORDER, BILL_AMOUNT) 

Let us consider the following query which is also an example illustrating that joins 
of several streams can be handled by a DSMS: 

SELECT ORDERS.ID_ORDER, TOTAL_AMOUNT - SUM(BILL_AMOUNT) 
FROM ORDERS, BILLS 
WHERE ORDERS.ID_ORDER = BILL.ID_ORDER 
GROUP BY ORDERS.ID_ORDER, TOTAL_AMOUNT 
HAVING TOTAL_AMOUNT - SUM(BILL_AMOUNT) != 0; 

This query lists the orders for which the total amount has not been covered exactly 
by bills. To process this query, it is not necessary to keep in memory the elements of 
the BILLS stream once they have been joined to their corresponding ORDERS 
element. But it is necessary to keep all elements of the ORDERS stream: indeed, since 
the number of bills associated with an order is not known, the system always has to 
expect a new bill to appear for each arrived order. Such queries are called ‘blocking 
queries’ because they cannot be evaluated ‘on the fly’. There are several solutions to 
this problem and the most common one is to define windows on the streams. The user 
specifies on each stream a window on which the query applies, for instance: 
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SELECT ORDERS.ID_ORDER, TOTAL_AMOUNT - SUM(BILL_AMOUNT) 
FROM ORDERS [LAST 30 DAYS], BILLS [LAST DAY]
WHERE ORDERS.ID_ORDER = BILL.ID_ORDER 
GROUP BY ORDERS.ID_ORDER, TOTAL_AMOUNT 
HAVING TOTAL_AMOUNT - SUM(BILL_AMOUNT) != 0; 

This new query is restricted to the production of the result considering only the 
orders of the last 30 days and the bills of the last day. The query is then ‘unblocked’ 
and can be evaluated with a limited temporary storage of the contents of the streams 
(last 30 days for orders and at the most last day for bills). It is interesting to note that 
the end-user himself specifies how to limit the scope of the query by accepting that 
bills not issued 30 days after their orders will never be considered to produce a result in 
this query. 

3.2. Main features of a DSMS 

As mentioned before, a DSMS provides a data model to handle both permanent tables 
and streams. It enables the user to define continuous queries which apply to both 
permanent tables and streams and produce either new streams or update some other 
permanent tables. There are two main approaches to provide such a facility to the user: 
(1) the definition of an extension of the SQL language (see for instance the STREAM 
[10] and TelegraphCQ [11] systems), (2) the definition of operators applicable to 
streams which are combined to produce the desired result (see for instance the Aurora 
system [12]).

When designing a DSMS, several problems have to be solved, the most 
challenging ones being the following: 

Defining for a set of continuous queries an optimized execution plan which 
reduces temporary storage and allows shared temporary storage between the 
queries. Note that the typical use of a DSMS (see the Linear Road benchmark 
in [9]) leads to the definition of several queries producing intermediate 
streams which are then used by several other queries. Such execution plans 
have to be dynamic because the rate of arrival in streams may evolve and new 
queries may be defined by the user. Interesting solutions have been studied in 
the STREAM project (see [10]).

Being able to face important variations in rates of arrival in input streams. As 
seen before, data arriving in data streams are either processed immediately or 
lost. DSMSs must ensure that there is no crash in this case and that the 
performance deteriorates in a controlled way. The main approach – called load 
shedding - is to place random sampling operators so that all elements of the 
streams are not processed when the system is overloaded. The placement of 
these operators is optimized dynamically to maximize a function of quality of 
service (see [12], [13] for instance). 

3.3. Main existing DSMSs 

Existing DSMSs fall into two main categories: (1) general purpose DSMSs, (2) 
specialized DSMSs dedicated to a particular domain. 
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General-purpose DSMSs

In this category, the most famous ones are the following research prototypes: 
STREAM ([10]), TelegraphCQ ([11]), and Aurora-Medusa-Borealis ([12]). STREAM 
is the result of a project at Stanford University: a new system has been built from 
scratch and has introduced many new concepts and solutions related to the 
management of data streams. In particular, the CQL language has been defined as an 
extension of the SQL language to handle continuous queries with windowing facilities. 
Though a demo is available on-line and the software can be downloaded, it is not really 
usable in practice (see [6]). TelegraphCQ has been developed at the University of 
Berkeley as an extension to the PostgreSQL system to support streams and continuous 
queries defined on streams. New continuous queries can be added dynamically to the 
system and it is usable for applications where there is no need to process very fast 
streams. The Aurora system has been developed at Brown University, MIT and 
Brandeis. In this system, queries are defined by combining operators which take 
streams as input and produce a new stream as output. A lot of interesting work has been 
done on load shedding by defining and optimizing a function of quality of service when 
the system becomes overloaded. The follow-up projects Medusa and Borealis focused 
on a distributed version of Aurora. 

There are also a few commercial general-purpose DSMSs. The Aurora project led 
to the Streambase software (see [8]). The TelegraphCQ project led to the 
Aminsight/Truviso software (see [7]).

Specialized DSMSs

Specialized DSMSs have been developed to solve data stream problems from a 
particular domain of application. In these systems, specific operations of the domain 
are optimized. The most popular systems are Gigascope [14] (network monitoring), 
Hancock [15] (analysis of telecommunication calls), NiagaraCQ [16] (large number of 
queries on web contents), Statstream [17] (correlations between a large number of 
sensors) and Traderbot [18] (analysis of stock market). 

A complete survey of DSMSs which was up to date in 2004 can be found in [19].
It also includes work on sensor networks which is related to data stream management. 

4. Data stream mining 

Data stream mining can be defined as ‘applying data mining algorithms to one or 
several data streams’, with the same constraints as DSMSs: (1) one-pass, (2) limited 
memory and CPU. From a user point of view, the data mining task can apply either to 
the whole stream since its beginning or to a part of it defined by a window. Depending 
on the type of window, the algorithms are different: 

Whole stream: algorithms have to be incremental. This is the case for instance 
for neural network algorithms which are incremental in nature. Some non-
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incremental algorithms can be modified to do so. This has been done for 
instance for decision trees (see below). 

Sliding window: algorithms have to be incremental and have the ability to 
forget the past of the stream though the corresponding elements are not 
accessible anymore. This is the case for additive methods like PCA (see 
below).

Any past portion of the stream not decided in advance: algorithms have to be 
incremental and some summaries of the past must be kept in limited memory. 
Summaries of data streams can be done by several means; a solution based on 
micro-clustering is described below. 

We do not cover here all stream mining algorithms but only illustrate these three 
cases by one example of each. 

4.1. Building decision trees on data streams 

Some early work has been done by Domingos and Hulten to build decision trees 
incrementally from data streams (see [20]). The idea is that it is not necessary to wait 
for all examples to decide of a split in the tree. A statistical test is performed to decide 
when a split can be done. The statistical test can be done by keeping track of 
appropriate statistics which can be computed incrementally in bounded space. 
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Figure 1. PCA on a sliding window 
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4.2. Performing PCA incrementally on a sliding window 

Principal Component Analysis (PCA) is performed by singular value decomposition 
(svd) of the covariance (correlation) matrix between variables. It is easy to prove that 
the covariance matrix can be computed incrementally. Moreover, if the sliding window 
is for instance 24 hours and the refreshment rate is 1 hour, it is possible to maintain 25 
covariance matrices as shown in Figure 1. At the end of each hour period, the 
covariance matrix can be computed from the last 24 ones and the svd is performed. 
This solution is applicable to any additive or pseudo-additive data mining method. 

4.3. Performing clustering on any past portion of the stream 

Several clustering algorithms have been developed to be applicable to data streams (see 
for instance [21]). The Clustream algorithm (see [22]) allows to perform clustering on 
any past portion of a stream where all fields are numerical. This algorithm works in 
two steps: (1) a clustering is performed on-line to build and maintain a large number of 
micro-clusters whose contents follow the contents of the stream, (2) a clustering of the 
micro-clusters is done off-line on demand to produce the final clustering. 

The key concept of this approach is that micro-clusters are defined in such a 
manner that it is possible to ‘substract’ micro-clusters at date T1 from micro-clusters at 
date T2 to obtain micro-clusters describing the stream between T1 and T2. This is done 
by storing for each micro-cluster additive statistics in a structure called Cluster Feature 
Vector CFV (sum of values and sum of squares for every field, including the timestamp 
field). Snapshots of the micro-clusters are taken regularly and compacted 
logarithmically as micro-clusters get older: this approach is called tilted time 
windowing and ensures that the summary of the whole stream is stored with bounded 
memory (see Figure 2). The drawback is that there is less detail for older data than for 
recent data but this is often acceptable in applications. 

tc

Figure 2. Tilted time structure: the size of storage decreases logarithmically when data gets older 

5. Synopses structures 

A strong constraint both in querying and mining data streams is to process data ‘on the 
fly’, facing variations in input streams. For many applications, it is nevertheless 
necessary to keep track of information related to a maximum number of elements of the 
stream but in bounded space. As seen in the previous sections, a common way to do so 
is to restrict the scope of the query (or the mining task) by windowing. In many 
applications, this solution is not efficient enough and much work has been done to 
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summarize the contents of data streams in order to produce an approximate but 
controlled result. 

Synopses structures can be used both for answering queries and applying data 
mining algorithms to streams. Many synopses structures have been studied. We present 
here a few examples of them. 

We can distinguish between temporal and memory management approaches. The 
most famous approach to temporal management is the concept of tilted time windows
(introduced in [23]) which compacts historical data by forgetting details in a 
logarithmic way with time, thus keeping a summary of the past with bounded memory. 
This approach of temporal management can be combined to any memory management 
approach. For instance, Clustream combines tilted time windows and micro-clustering. 

As for memory management, many approaches have been studied, mainly: random 
samples, histograms and quantiles, micro-clusters and sketches. Since Clustream is an 
example of synopsis in the form of micro-clusters, we only develop below two 
approaches: random sampling and sketches. 

Summarizing by random sampling

On-line random sampling from data streams is a problem because the size of the 
sample has to be bounded and the size of the data set from which elements are selected 
is not known when sampling begins, i.e. at the beginning of the stream. Some 
algorithms exist to overcome this problem: the reservoir algorithm (see [24]) maintains 
a fixed size uniform random sample from the beginning of the stream to current time. 
Some elements are selected randomly from the stream with a decreasing probability 
and replace randomly elements already in the sample. The decreasing probability 
ensures that the sample is uniform over the period. 

Some extensions and new approaches have been developed to extract random 
samples from a sliding window defined on the stream (see [25]). In this case, the 
problem is that elements of the sample have to be removed and replaced by new ones 
when they expire from the window, under the constraint of still keeping uniform the 
sample. 

A combination of random sampling and tilted time windowing is described in the 
paper of Baptiste Csernel in this book. 

Summarizing with sketches

Sketches are data structures dedicated to a specialized task which can be updated 
incrementally to maintain in small space summarized information. They are often based 
on the use of hash functions which project randomly stream data on the small structure. 
Approximate answers to queries can be obtained from sketches with probabilistic 
bounds on errors. Since data streams produce data with a high rate, the probabilistic 
bounds are quite tight. Popular sketches are the Flajolet sketch which counts the 
number of distinct objects appearing in a stream (see [26]) and the count sketch 
algorithm (see [27]) which maintains the k most frequent items in a stream. These two 
approaches provide the result with storage much smaller than the number of distinct 
items appearing in the stream. 
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Conclusion

This paper has introduced the main concepts of data stream management and mining. 
The two main directions are the development of Data Stream Management Systems 
(DSMS) which enable to query one or several streams, and the development of data 
stream algorithms which enable to mine data streams without storing them entirely. 
Synopses are basic tools which enable to process streams using a smaller storage space: 
they can be used both in query and mining tasks. 

As for perspectives on DSMSs, there is some current work on event processing 
systems which provide a more convenient querying language for streams describing 
events (see for instance the Cayuga [28] and SASE [29] projects). The first commercial 
DSMSs appear on the market and are used mainly in financial applications. 

As for perspectives on data stream mining, one challenge is to build summaries of 
the whole stream in order to be able to apply data mining tasks to any past portion of 
the stream. Another challenge is to apply data mining algorithms to several streams, 
without joining them but keeping a summary of each stream which preserves the 
relationship between the streams. The paper of Baptiste Csernel in this book describes 
an approach to do so. 
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Abstract. We propose a method to specify, in a modular way, complex systems
formed by interacting agents. The method is based on the notion of view, that is a
partial representation of the system, reflecting one of its specific aspects. By com-
posing the different views, we get the overall system, described as a special kind
of transition system. By means of a suitable logical language, we can express in-
teresting properties of the system; model-checking techniques can then be used to
assess their validity. Views can be specified using different languages or notations,
provided they can be translated in so-called agent aware transition systems. The
method is explained with the help of a simple, but non trivial example.

Keywords. Transition systems, agents, views, model checking, modularity

Introduction

Large scale data mining is usually performed on data that are distributed in space and
heterogeneous in formats. It is therefore natural to think of setting it in a framework
allowing for parallel and coordinated action of several agents (see [1]).

The research in this field is active, as witnessed, for instance, by [2], where the reader
can find contributions dealing with the specific issues raised by the use of agents in data
mining.

In this contribution, we focus on a more general matter, and devise a method for
modelling potentially complex systems, formed by “agents” who can interact to perform
their tasks. The term agent is used here in a very generic way, and simply denotes a
component of a system which bears an identity and exists throughout the time span of
the system.

Modelling can be used for two reasons: either for designing a new system, or for
describing an existing system that we want to analyze. In both cases, we need rigorous
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techniques allowing us to examine the model, in order to derive information on the be-
haviour and on the structural and dynamical properties of the real (or to be built) system.

That need requires the use of formal techniques, so that the model be amenable to
automatic analysis by means of efficient algorithms. In the present context, our most
general reference model is given by transition systems, that is structures defined by a
set of states and by a set of possible state transitions. Each transition is labelled by the
name of an “action”, or event, whose occurrence triggers the change of state. The same
action can obviously occur in different states, but generally is constrained by specific
preconditions that must be satisfied in a state.

Such transition systems lend themselves to a kind of formal analysis, namely model-
checking, on which we will return later. Suffice it to say, by now, that such analysis re-
quires the specification of properties to be checked in a logical language, usually based
on temporal logics. Specific algorithms examine the state space of the system and check
whether the given property is satisfied or not. These algorithms are now very efficient,
and allow the analysis of very large state spaces (for an introduction to the subject,
see [3]).

Although highly efficient algorithms for model-checking are available, using transi-
tion systems as a way to specify or describe real systems runs across a fundamental ob-
stacle, particularly for systems composed of a large number of interacting components,
which run in parallel; the problem consists in the so-called state explosion: the overall,
or global, state of such a system is given, intuitively, by the combination of the local
states of all components. The number of possible combinations of local states grows
exponentially with the number of components, and can soon become unmanageable.

We are thus led to look for modelling techniques which allow to develop a speci-
fication in a modular way. A typical solution would consist in defining a language for
specifying single components, and then rules of interaction. This solution has been used,
for instance, in association with process algebras, languages in which sequential pro-
cesses (components) can be specified by using different control structures (like sequence,
choice, repetition), and then composed by a parallel composition operator (see, for in-
stance, [4], [5], and [6]). A different basic strategy underlies Petri nets, where a system is
directly defined in terms of a set of local states and a set of local state transitions. Here,
components can be recovered as higher level structures within a net (for a wide review
on the theory and applications of Petri nets, see [7]).

In this paper, we will follow a different path, based on the idea of views. By view we
mean, intuitively, a sort of projection of the system to be described, as if seen along one of
its many dimensions. Such a dimension may coincide with the observation of the system
by one of its agents, or components, but is a more general concept. One view might,
for instance, express some constraints, like legal or physical constraints, which limit the
behaviour of agents; another one might represent spatial relations among agents, which
govern their possibility to interact, and the way in which agents can move in space. Still
other views can be used to express organizational features of the system.

With this approach, the designers can apply, while developing their models, princi-
ples of separation of concerns which help them in managing complexity.

In general, a view is a partial representation of a system. Each view is concerned
with only some of the agents and with only some of the actions. Of course, the same
agent and the same action can be observed in several views.

M. Bednarczyk et al. / Modelling and Analysing Systems of Agents104



A view can be studied in isolation; however, the potential behaviour of a view is
in general constrained when the view is composed with other views. Hence, only safety
properties (namely, properties expressed by statements of the kind “no bad state will be
reached”) are preserved after composition. For liveness properties (expressed by state-
ments of the kind “something good will eventually happen”) we need to design views
respecting stronger conditions.

Combining all the views, we get the overall system, whose observable behaviour
results from superimposing the constraints coming from each view.

This kind of modular representation derives from ideas developed first within the
theory of basic Petri nets [8], and later recast in a new formal setting, where agents and
their changing hierarchical relations are explicitly represented [9]. The resulting model,
called hypernet, can be seen as a sort of compact notation for Petri nets. A rather drastic
generalization, or rather abstraction, led us to the idea of agent aware transition system
[10], which is the formal tool described in this paper.

The main aspects of the framework we propose will be introduced by means of
an example. The example is informally described in the next section, together with a
short discussion on the kind of formal analysis that we would like to perform on the
corresponding model.

Section 2 takes the step from the verbal description to a formal representation. The
notions of agent aware transition system, view, and so on, will be gradually introduced
with some comments on their applicability.

In Section 2.6 we discuss the kind of structural and dynamical properties that we can
express in a suitable logical language, and suggest how to check whether those properties
are satisfied.

Finally, in Section 3, we summarize our approach, and try to briefly assess its merits,
drawbacks, and limitations.

1. An Example: Dynamic Coalitions

The example chosen to illustrate our ideas is, for obvious reasons, quite artificial, and
much simplified with respect to a realistic setting. However, we hope that even such a
simple model can convey the main ideas that underlie our approach. The example shows
the main features of the formal framework: the components of the system (abstractly
called agents in the following) are classified in several types. Mutual relationships among
the agents can change in time as a result of the execution of actions. Some actions involve
a number of agents; we refer to such a situation by talking of a synchronization of the
involved agents. However, agents can also interact in more indirect ways, like exchanging
messages.

The system we want to model is formed by a set of players who communicate within
dynamically forming and changing coalitions. Here, we do not attach a specific meaning
to the word coalition; the reader might think, for instance, of groups of interest, but other
interpretations are possible. What matters is the constraint that an actual exchange of
information can happen only between two players which currently belong to the same
coalition.

A player can belong to several coalitions, can promote new coalitions, and can leave
a coalition. Joining a coalition is only possible after receiving an invitation from a player
which is already a member of that coalition.
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Within such a general description, we can imagine several properties that a designer
might want to check, or to enforce. For instance, we might be interested in proving that
two given players will never belong to the same coalition, or to show an admissible
sequence of events that will violate such a property; or, we might want to prove that,
given three distinct players a, b, c, whenever a and b belong to the same coalition γ , c
does not belong to γ . Later we will suggest how to express such properties, and how to
check them.

2. Dynamic Coalitions: Formal Setting

In this section, we translate the plain English description of the system into a formal
definition, and introduce, along the way, the needed notions.

2.1. Agent aware transition systems

As a first step along the way, we define the general concept of agent aware transition
system. In the end, we want to be able to specify our system as such an object, possibly
through a more expressive specification language.

Definition 1 An agent aware transition system (AAS), is a tuple S = 〈A, T, S, δ, s0〉,
where A is a finite set of agents, S is a finite set of states, T is a finite set of actions, δ is
the transition function, and s0 ∈ S is the initial state. A single transition is specified by
an action, the set of involved agents, the starting state, and the final state. More formally,
the transition function is a partial map

δ: T × 2A × S −→∗ S

where 2A denotes the set of subsets of A.

The map δ is defined as partial to reflect the fact that in certain states, a given action
cannot be performed by a given set of agents.

With respect to classical transition systems, an AAS introduces agents, and the spec-
ification of the set of agents which take part in a transition. The same action can thus be
performed by different groups of agents.

In the formal model that we are going to develop for the system of players and coali-
tions, each view will be specified as an AAS. In the next section we will define views,
but first we must answer a basic question. How can we build up the entire system from
the collection of views? As suggested in the introduction, the different views must be
superimposed. Formally, this superimposition is defined in a way which resembles the
usual synchronous product for transition systems, where an action can occur in the com-
posite system only if all components which have that action in their alphabet are ready
to execute it. This mechanism gives an abstract form of synchronization, or interaction,
among components.

The corresponding operations can be defined as a method to compose n AASs, irre-
spective of their interpretation as views of the same system.

Here, we will content ourselves with an intuitive description of the operation. The
reader interested in formal definitions is invited to look at [11].
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Assume then to have several AASs, Si , with i varying over a set I . We want to define
an AAS, call it S, as the composition of the Si . The states of S are all combinations of
states of the components. On the other hand, actions and transitions are defined as the
union of actions and transitions, respectively, of the components.

Two, or more, transitions, taken from different components, are superimposed, or
synchronized, when they are consistent. Consistency means that they can be seen as
a sort of projections of a more general transition. By projection of a transition t on a
component Si , we mean a transition with the same label, taken from T , and such that the
set of agents involved is exactly the intersection of the set of agents involved in t and the
set of agents belonging to Si .

The underlying idea can be intuitively explained as follows. A state transition is, in
general, a complex entity; several agents can participate in a transition. We can observe
the transition from different standpoints, corresponding to the different views in which
the system is articulated. When looking at the transition from a standpoint corresponding
to view i , we can only see agents belonging to that view; so in view i we must find the
corresponding transition, labelled by the appropriate set of agents.

2.2. Agents, Actions, and Views

From the description of the system, we can derive the entities that must be explicitly rep-
resented in the model. They can be classified in three categories: players, representing
people who gather in groups of interest and exchange information, coalitions, represent-
ing the groups themselves, which have players as members, and messages, which are
used by players in order to invite other people to join a coalition; notice that these mes-
sages do not represent information exchanged within a coalition: in our simple example,
we do not deal with the actual exchange of information, which will be represented by a
generic action called talk.

Players, coalitions, and messages are the agents of the AAS that we are going to
define. Each view, defined later will deal with a subset of the agents.

We can now identify the views through which we look at the behaviour of agents.
We define three of them.

The first view is concerned with the knowledge that players have of coalitions. Re-
member that a player can join a coalition only after receiving an invitation from another
player; we will assume that each player has knowledge of a subset of coalitions, and can
enlarge its knowledge by receiving an invitation (receiving an invitation is a prerequisite
for joining the coalition, but a player can ignore an invitation if not interested in joining
that coalition). We also provide for an action by which a player can forget a coalition.
After forgetting a coalition, a player can not join it, unless she receives a new invitation.

The second view defines the rules by which two players can talk to each other,
namely that they belong together to some coalition. This view should keep track of mem-
bership in coalitions.

Finally the third view governs the “mechanics” of invitations. It describes the cor-
rect sequences of actions involving messages (for instance, that a given message can be
received only after being sent) and associates to a pending message its content, that is
the coalition it refers to.

Views will now be defined more precisely, in a sort of operational style. For each of
them, we will define the set of states, the set of agents, and the set of actions; then we
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will give the conditions that allow a transition to occur at a given state, and the effect of
its occurrence.

In the following, P denotes the set of all players, C the set of all coalitions, M the
set of all messages. These sets are fixed from the beginning: in AASs, we cannot create
or delete agents. We will comment on this restrictions in the conclusion of the paper.

2.3. View 1: Knowledge of Coalitions

This view represents one kind of relation between players and coalitions, expressed by
the statement player p knows about coalition c.

With respect to the general form of an AAS, we have

S1 = 〈A1, T1, S1, δ1, s01〉

where A1 = C ∪ P . States of this view associate to each player the set of coalitions she
knows (this is not the same as the set of coalitions that she is a member of); formally,
states are functions from the set of players to subsets of coalitions:

S1 = {K : P −→ 2C}

The actions relevant to this view are those actions which depend on the knowledge of a
player, or which affect that knowledge:

T1 = {join, send, receive, start, forget}

We have now to define the transition function. To this aim, we list a set of generic clauses
that implicitly define δi . To keep the notation compact, we adopt the following general
convention: let f : X → Y be a map; then, by f

[
z/x

]
we denote a new map from X to

Y which coincides with f for all elements in the domain except for x , where it takes the
value z.

There are five rules for this view. The first rule states that a player can start a new
coalition only if she has knowledge of it (we can say: if she knows its name).

Let K be a state of this view.

• K
start{c,p}

−→ K if and only if c ∈ K (p)

The second rule allows a player to join a coalition provided she knows about it already.

• K
join{c,p}
−→ K if and only if c ∈ K (p)

The third rule allows a player who knows about a coalition to send an invitation for it.

• K
send{c,p}

−→ K if and only if c ∈ K (p)

Notice that the first three rules do not change the state of this view (the same actions will
show up in other views also).

The fourth rule states that a player receiving an invitation can enlarge her knowledge.
This does not exclude that a player receives an invitation for a coalition she already
knows.
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• K
receive{c,p}

−→ K
[
K (p) ∪ {c}/p

]
The state of the view changes after performing an action receive, reflecting the fact that
the receiver now knows about coalition c.

The final rule for this view governs the occurrences of action forget. By this action,
an agent voluntarily forgets about a coalition.

• K
forget{c,p}

−→ K
[
K (p) \ {c}/p

]
2.4. View 2: Coalition Membership

This view is concerned with the relation of membership between players and coalitions.
The agents involved in this view are, like in the first view, players and coalitions:

A2 = P ∪ C

but the states are different. A state of this view must keep track of actual membership. It
is then natural to define states as maps from C to subsets of P:

S2 = {s: C −→ 2P}

with the intended meaning that p ∈ s(c) if player p is a member of coalition c in state s.
Relevant actions for this view include actions which change membership, and also

the generic action, here called talk, representing an exchange of information between
two players.

T2 = {start, join, drop, talk}

Rules:
A player can start a coalition only if that coalition has no members. After performing

the action, the promoter is the only member of the coalition (she will be able to invite
other players later).

• s
start{c,p}

−→ s′ iff s(c) = ∅ and s′ = s
[
{p}/c

]
• s

join{c,p}
−→ s′ if and only if p 
∈ s(c), s(c) 
= ∅ and s′ = s

[
s(c) ∪ {p}/c

]
• s

drop{c,p}
−→ s′ if and only if p ∈ s(c) and s′ = s

[
s(c) \ {p}/c

]
• s

talk{p,p′,c}
−→ s if and only if p, p′ ∈ s(c)

2.5. View 3: Mechanics of Invitations

This view deals with invitations. A player can invite someone to join a coalition by
sending a message bearing the name of the coalition. In defining this view, we must face
a constraint given by the formal framework in which we operate. In order to apply the
analysis techniques briefly described in a later section, the model of the system must be
finite. Since messages are agents in our model, we cannot create and destroy them freely.
Hence, we choose to assume that there are enough messages in the initial states, and reuse
them as needed. A “quiescent” message is like an empty box. On sending a message, the
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sender associates it with a coalition. On receiving the message, the addressee removes
its content, so that the message can be reused.

A typical state for this view is decribed by a map from messages to coalitions, asso-
ciating to each message its content. Since a message can be empty, the map is only par-
tial. By checking if the map is defined for a given message, we can also decide whether
a message is traveling from a player to another.

To keep the model simple, we do not explicitly represent the addressee of a message.
This means that any player can catch a pending message. Several properties of a system
of this kind are actually independent of that information.

The agents involved in this view are messages and their contents, namely coalitions:

A3 = M ∪ C

States are partial maps from messages to coalitions:

S3 = {s: M −→∗ C}

Relevant actions include sending and receiving a message. Notice that in this view there
is no way to know which player sends or receives a message, since this is irrelevant in
this context. Such information is available in the first view. After composing views, a
send action will be associated to a message, a coalition, and a player.

T3 = {send, receive}

The rule concerning send requires that a message is empty before it can be sent. In
performing send, it is filled with the name of a coalition.

• s
send{c,m}

−→ s′ if and only if s(m) is undefined and s′ = s
[
c/m

]
The rule for receive is symmmetrical to the former: a message can be received only if
it has been sent, that is if it has a content. The act of receiving deletes its content. The
effect of receiving a message on the knowledge of the receiver is represented in view 1.

• s
receive{c,m}

−→ s′ if and only if s(m) = c and s′ = s
[
⊥ /m

]
One last ingredient is needed to fully specify the views composing our system: the

initial state. For each view, we must specify the initial situation. In particular, the initial
state should “initialize” the knowledge of each player, so that each coalition is known by
at least one player.

Building the complete description of the system as a single AAS can now be done
automatically, by applying the synchronization operation informally explained above.

2.6. Analysis

In this section we hint at the kind of properties of a system that one would like to check
on the corresponding model. Properties are expressed in a logical language endowed with
temporal operators.

The logical language we propose is based on a fixed set of symbols, denoting predi-
cates on agents, and relations among agents. One obvious relation for our example could,
for instance, express the fact that a given player is a member of a given coalition. A sim-
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ple predicate can assert that a given coalition is empty. Formulae built on the fixed set
of symbols, the set of names of agents, and on variables, can be evaluated at arbitrary
states, after fixing a valuation function which associates each variable with an agent. The
validity of a formula can obviously change from state to state.

The temporal operators allow us to specify a rich set of formulae of the kind “for
each admissible sequence of actions from the initial state, eventually the formula φ will
be valid”, or “there exists an admissible sequence of actions from the initial state such
that formula φ is valid until ψ becomes valid, and so on.

For instance, assume that in the example there are three players, p1, p2, and p3, and
we want to check, maybe for security reasons, that in no state they are members of the
same coalition c. Then we can write the formulae

α = in(p1, c) ∧ in(p2, c) ⇒ ¬in(p3, c)

β = in(p2, c) ∧ in(p3, c) ⇒ ¬in(p1, c)

γ = in(p1, c) ∧ in(p3, c) ⇒ ¬in(p2, c)

where in is a symbol denoting the membership relation between a player and a coalition.
The property we want to check can then be expressed as follows, where s0 is the

initial state of the system, and � denotes the temporal operator “always”.

s0 |� �(α ∧ β ∧ γ )

3. Conclusion

With the help of a simple example, we have outlined the main ideas of a method for
designing formal models of complex systems. The method is based on the notion of agent
aware transition system, which can be seen as a generalization of the standard notion of
transition system. A distinguishing feature of AASs is its explicit treatment of agents as
entities in the model; the actions that make such a system evolve are always referred to
the set of agents involved.

In order to apply usual model-checking techniques, the models we build are bound
to finite sets of states. Consequently, we do not allow creation of agents. This can be
a strong limitation in the expressive power of the model in some fields of application.
The extension to infinite state spaces will be explored, in association to model-checking
algorithms for such classes of systems.

A central feature of or approach is the idea of view. While this is certainly not a new
idea in general, the presence of agents gives it some special features, that we think may
be useful while developing the specification of a distributed system.

As a generalization of labelled transition systems, AASs are a very general notion.
When designing a real systems, a designer can work on more expressive or compact
notations, like hypernets, Petri nets, or process calculi, provided there is an automatic
way to translate them into AASs.
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The “Real World” Web Search Problem:

Bridging The Gap Between Academic

and Commercial Understanding of Issues

and Methods
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Abstract. In the area of web search, there is a disconnect between some of the

research in the field and what is actually done within a large-scale commercial

search engine. Everything from measuring the wrong things to the objectives of the

research, have the potential to produce work that although academically interesting,

has little commercial value. This paper attempts to reduce this gap by summarizing

my experience as both a researcher and an engineer at commercial search engines.

This paper focuses on the theoretical components of a commercial search engine

and then describes several of the real-world issues and challenges faced by com-

mercial search engines. Next, it explores briefly the issue of “relevance” and some

challenges specific to studying and improving relevance in a commercial search

engine.

Keywords. web search engine architecture, web search relevance

Introduction

It is easy to view a search engine using an IR methodology, as a system which takes in

a query and returns an ordered list of the ten most relevant results (“ten blue links”).

However, a modern web search engine is much more than “ten blue links”, and the nature

of a Web Search Engine (WSE) is very different from classical Information Retrieval

(IR) systems; the way a modern search engine should be evaluated is not based simply

on what fraction of the results returned are relevant to some binary notion of relevance.

To reduce the gap of understanding between a WSE and researchers in the area, this

paper summarizes my personal experiences in this field as both an academic and an en-

gineer working for commercial search engines. This paper summarizes the challenges

currently faced by commercial search engines, as well as common mistakes made by re-

searchers in the area of web search related problems. Section 1 delves into a simple model

of the components of a WSE. Section 2 will explore some limitations of the simplistic

models of the components, and some significant challenges faced by a WSE. Section 3

is dedicated to relevance, how it is evaluated on classical IR systems and which unique
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properties of the web make ranking documents difficult. Section 4 will very briefly dis-

cuss some approaches search engines use to address some of the problems, and some

academic work which could be promising.

The Modern Search Engine - more than ten blue links

The ultimate goal of a commercial WSE is to make money. To accomplish this, a WSE

must offer a more compelling value proposition than their competitors. Modern WSEs

aim to provide a variety of information or answer a variety of information needs, than

simply returning “ten blue links”. A modern search engine is very likely to be able to

answer the current value of ten Euros in US dollars, or the current temperature in Milan

Italy, or if your flight to Miami is on-time. In fact, many people may not be aware that

if you enter a UPS or FedEx package number in several commercial search engines, it is

recognized as such and relevant information is offered. Likewise, if you enter the name

of a company, you are likely to find their official site as the top result. In addition to

textual queries where web pages are the ‘answer’, most WSEs also offer image or video

search.

Over the past ten years, there have been significant advances in commercial WSEs,

not least of which is the User Interface (UI). For example, in 2006, Ask.com launched

their new Ask-3D which combines results for many different information sources, and

media types. Yahoo! and Google both offer differentiated UIs for popular queries in-

cluding links to editorial resources, popular links under an official homepage, images,

and suggestions for alternate queries. SearchMe Inc., announced in March 2008, a visual

interface, with the ability to choose from a dynamically generated set of “categories” to

help narrow the focus of your search - while viewing the result pages as a whole, not

limited to the immediate query-term context.

A WSE is very different from the IR systems of the late 1980s. Unlike a traditional

IR system for library books, or even corporate document retrieval, the scale of a WSE is

much larger. Not only is the indexable web larger than 25 Billion pages, but large WSEs

must manage tens of thousands of machines to effectively process the web and handle

the query load. This does not include the likely hundreds of Billions of URLs Google

probably “knows about”, but does not index. Unlike other IR systems, a WSE must deal

with active targeted attacks against their algorithms and systems - including creation

of content designed to cause problems and automated attacks designed to tie up their

query-engines with junk queries. This does not include the “attacks” against advertising

products and services, such as Google’s AdSense or AdWords.

1. Components of a Web Search Engine

Although a modern WSE is complex, the basic goal of a web search engine is to map

user-input queries to results; where a result is a web page that is somehow “relevant”

to the user’s query. The great power of the web as a large decentralized forum where

anyone can be a publisher has a great disadvantage of no centralized mapping of content

to pages - hence the existence of WSE.

The modern Web lacks an inherent centralized content map, it is necessary to ana-

lyze the web to find potential future results. The data produced from this analysis must
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Figure 1. Architecture of a WSE

be stored in an effective form, and some type of retrieval-engine must be built around this

data to enable retrieval. At query time, the user’s query must be received and analyzed

and then the potentially relevant candidate results must be retrieved and processed and

then the “best” results returned to the user.

Published works view the search engine has having a variety of components. Figure

1 summarizes these works as six components. Papers such as [1], and Books such as

[2], offer more details and describe sub-components. The six components are: crawler,

indexer, processed-data-store, page-repository, query-module and ranking module.

1.1. Finding Potential Results - the crawler

A web search engine must be able to return relevant results to a user, but where do the

results come from? Since there is no reverse map of the web, a search engine uses a

crawler, also called a spider, to traverse the web, producing a mapping of URL to page

contents, which can be used for retrieval. A crawler will start with a set of seed URLs,

and fetch their contents. From those contents, new URLs will be discovered and likewise

crawled. A commercial WSE might make on the order of one hundred million page

requests a day. The crawler crawls pages in-advance of search results being returned, so

a crawler is considered part of the off-line components of a search engine. Chakrabarti

describes more details about a crawler in Chapter 2 of [3].

In addition to downloading “new URLs”, a crawler must revisit previously crawled

pages to ensure it has the most recent content. Returning cnn.com for a query which was

in the news last week is considered an embarrassing error. The requirement of revisiting

old pages, as well as the sheer size and dynamic nature of the web necessitate very

resource intensive crawlers.

The crawler receives its URL lists from the Processed Data Store and saves the page

results to the Page Repository. The crawler also saves the result status for each attempted

crawl. If a page request generates an error, that information should be saved. In addition,
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some WSE might save the header response codes, or other low-level network data about

a URL or domain (i.e. what IP address served it, was the response fast, etc.)

1.2. Storing The Pages - The Page Repository

The Page Repository provides storage for the crawled pages. The input to the page repos-

itory is the stream of < URL, content > tuples. The Page Repository is used to feed

other components - including the Indexer, Subsection 1.3, which converts the contents

into a more usable form, and the Processed Data Store, Subsection 1.4 which stores the

crawl lists (or the data used to determine them) and other pertinent information.

In theory, if we use only “words”, the Page Repository might not store the entire

web page, but rather just the words on the page.

The basic challenges are related to the physical size of the contents and the rate

of access. Storing 10 Billion web pages can take 50 Terabytes if each web page is 5

KB. Likewise, refreshing the entire page contents every ten days, would be 5 TB/day of

transfer.

1.3. Inverting the Web - The Indexer

Having a large database with contents of all web pages is not sufficient to make a WSE.

A WSE must ultimately map from a query to a set of possibly relevant web pages, R.

The simplest system would map from each query word wk to a set of possible results

Rk, and then take the intersection of the sets to produce R.

The indexer is responsible for building the data to facilitate this task, in an efficient

manner. The resultant structure is called an inverted index, and the process of doing this

at large scale is well understood [4]. The input is the extracted text from the set of crawled

web pages, and the output is the inverted index.

The Indexer receives the raw page data from the Page Repository, Section 1.2, and

saves its output to the Processed Data Store, Section 1.4. In addition, to the page data,

the Processed Data Store can provide extra data, which I call indexing hints, that can be

used to improve performance, and index quality. The extra data can do this by improving

the ability to select what to index and what to skip, as well as how to restructure the

resultant data for maximum effectiveness and performance.

As described in Section 2.3, the problems and challenges come from a combination

of the scale of the problem and the variation of quality on the web, and are related to

deciding what to index, what features to use, and how to make incremental changes,

while maintaining performance at very large scale.

1.4. Storing The Index Data

The Processed Data Store stores the inverted index, as well as other useful data, and it

supplies this data to the other components to facilitate the search. The Indexer builds the

inverted index, the Processed Data Store saves this index and provides an interface to

return data effectively to other modules. In addition to the regular inverted index, other

information such as the web graph, text summary data, general link-information with in-

bound anchortext, or new seed sets might also be stored in the Processed Data Store. The

Processed Data Store can be used to provide data directly required as well as the indexing

hints such as frequency information or intermediate features that can be used to improve
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performance or effectiveness of other components. It is better to plan the execution of a

query before querying the engine, and hint data such as knowing how popular the query

is, or if certain words are likely to constitute a phrase.

In a commercial WSE, the Processed Data Store will typically be distributed over

many machines, and there is not always a single storage for all data types. Some engines

might have many different stores, each optimized for different types of tasks.

The challenges of a processed data store are the interface, performance, and reliabil-

ity. Simply having an inverted index or a web graph is not sufficient. If this inverted index

can’t be queried hundreds of times per second, can’t survive disk or hardware failures, or

handle queries that return one million results, then it is not likely useful for a web search

engine.

1.5. Query Module

A search engine takes a user’s query, and utilizes this query to obtain, and then rank the

set of results. The Query Module is the component responsible for taking the “natural

language” query and obtaining the possible result set R from the Processed Data Store,

Section 1.4.

The simplest way is to convert the user’s query to a set of words, and then submit

an AND query for the words, producing the possible result set R. So if the user’s query

were three terms, q = w1w2w3 we can think of R = R1

⋂
R2

⋂
R3, where Rk is the

possible result set for the kth term.

More advanced query modules might incorporate techniques to alter the words sent,

such as: stemming, synonyms, automatic-phrasing, stopword removal or other “linguis-

tic tricks”. Likewise, more advanced systems might implicitly understand ‘concepts’ or

phrases. A general name for the alteration of the input query to improve the search, is

query rewriting. The fundamental challenges for a WSE Query Module relate to preser-

vation of meaning of the user’s intention, combined with constructing effective queries to

the Processed Data Store - effective for both performance and result quality. An advanced

Query Module might utilize significant extra knowledge, which I call Query Hints, from

the Processed Data Store, to plan a better search strategy.

1.6. Ranking Module

The possibly relevant set R from the Query Module is unordered, or at best weakly

ordered, and could be large. The Ranking Module is responsible for utilizing the data

available to determine which results from R to keep and how to rank or present them.

The Ranking Module utilizes the Processed Data Store, Section 1.4, to obtain the

“features” used to rank the pages. When ranking results in a web search engine, as op-

posed to ranking results in a traditional IR system, it is desirable to utilize the features of

the web that separate it from traditional physical books or articles. In addition to words
on page, a web page has local structure such as title, URL, anchortext, and each page is

part of the larger web graph.

There are many algorithms and features, identified in the literature, which can be

used to rank, or filter R. [5] has a very good summary of the traditional text-based IR

methods, including TFIDF [6]. Langville [2] has a good summary of graph-based meth-

ods including PageRank [1].

E. Glover / The “Real World” Web Search Problem 119



Table 1. Properties of a Commercial Web Search Engine

Millions of heterogeneous users

Web is very large (practically infinite)

Page contents can vary over time

No quality control on pages (quality varies)

Commercial Search Engines must consider maliciousness

Result ranking is not an independent problem

Content of web page not always sufficient to imply meaning

Real-time/fast expectations

UI is extremely important

Goal is to make money

In addition to features discovered by the crawler (or analysis of crawled pages), there

has also been published work on using “clickstream” data to improve relevance [7].

2. Realities of a Commercial Search Engine

It is tempting to apply traditional IR-world approaches towards designing and evaluating

a WSE. However, it is important to understand the properties of a commercial search

engine that are different from traditional IR retrieval systems, and consider these differ-

ences when designing and testing a WSE.

Table 1 defines several properties of a WSE. The scale of the problem at each stage,

combined with the requirements of fast performance, and the existence of intentional

manipulations of data, can alter the requirements for each component.

Due to the large size of the web and high performance requirements, indexing be-

comes even more difficult. Active attacks engineered to take advantage of known algo-

rithms, implies more complex analysis, ranking and indexing. In addition, the lack of

quality control presents entirely new challenges. A page might be textually relevant, but

is not necessarily useful for a given user [8].

Researchers might also overlook the importance of the UI, which has implications

for the design and evaluation of a search engine. If a user cannot effectively judge a page

as being useful, then the WSE has failed. It is a non-trivial computation to produce a

query-dependent summary of a multi-term query.

This Section will examine each component and present several real-world problems

faced.

2.1. Crawler

Table 2 presents several challenges for a crawler.

The wide variation of content (both legitimate and manipulated), necessitates a smart

crawler. The fundamental challenge for any WSE crawler is effectively balancing expan-

sion of the page-horizon and re-crawling. A web site likely to yield low-quality content

might be crawled, after re-crawling a popular site with frequently changing content. If

the index has 25 Billion pages worth keeping, it is easy to imagine there are 100 Bil-

lion known URLs which were either not crawled, or crawled and not indexed due to low
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Table 2. Commercial Web Search Crawler Challenges

Balancing the acquisition of new pages with re-crawling old pages

Selecting which pages are worth following (good vs useless content)

Keeping track of what has been crawled and status of responses

Dealing with and detecting “data-attacks”, or server/page content manipulations

Crawling politeness rules (robots.txt)

Dealing with dead or ’comatose’ pages

Parsing complex pages: Redirects, Javascript, AJAX

value. The problem of managing pages you don’t crawl can be as difficult as the problem

of managing the set you do keep.

An additional problem is the fact that there is not a one-to-one mapping be-

tween URLs and content. URLs such as http://www.mydomain.tld/index.html and

http://mydomain.tld/ could be identical. It is important to be able to determine URLs are

identical, to prevent wasting of crawler resources, and a consistent web graph.

A WSE crawler must deal with the fact that as your crawl-set increases, there is

decreasing marginal value for crawling each new URL. Fetterly et al [9] did a study

starting from a “clean seed-list”, concluding more than half of the pages from over a

400 Million page seed list were either errors or spam. Not starting with a clean seed-list,

could have a higher fraction of spam and errors.

WSE Crawlers are intentionally manipulated or attacked. One kind of manipulation

called a Spider Trap, is a dynamically generated site that is a virtually infinite set of

pages, each linking to more pages (all dynamically generated by a single script). A sec-

ond type of manipulation is called cloaking where a site provides different content to a

WSE than to a human browser.

In addition to the problems of overload and manipulation, there is the challenge of

discovering valid URLs from pages which use formats other than HTML. Additionally,

many pages use Javascript, AJAX, or Flash, hiding their URLs. Some search compa-

nies use toolbars, plugins, ad-networks, or purchase user browser patterns from Inter-

net providers to increase their set of known URLs. Unfortunately, these methods present

possible privacy issues, and are not available to average researchers.

Other complications include the use of feeds or dumps. Wikipedia, a large site with

millions of pages, offers a dump file. This file must be parsed and re-mapped back to

URLs, using a different code-path. There are also many standards which provide hints of

what to crawl on frequently updated sites, such as RSS.

2.1.1. Robots Exclusion Standard and politeness rules

A crawler for a commercial search engine is expected to follow the rules specified by the

Robots Exclusion Standard, which specify how a crawler may access a website (polite-

ness rules). An aggressive web robot can slowdown a website. Each site owner decides

which robots (crawlers) are or are not allowed, which paths are acceptable, and what is

the maximum crawl rate. For instance, mysite.tld might not want Google to crawl their

/privateData/ directory. Likewise, mysite.tld might request that each robot limit their

crawls to one page every minute.

Such rules create many challenges for both WSEs and researchers, and surprisingly

several of these issues are business or policy related as opposed to technical. An organi-

zation may decide to block a specific WSE, for one reason or another (e.g.., due to busi-
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ness deals, or fear of web robots). Sites allowing only some commercial WSE crawlers,

creates a problem for researchers who wish to crawl the web the same way a WSE might.

Some companies might make secret deals to get permission to crawl a site, or to crawl at

a faster rate, an option not available to small academics.

A second challenge is crawling large sites. A site like Amazon.com might have tens

of thousands of pages. Although they want to be crawled, they might set a rate limit to

one page per minute. At that rate, it could take months to view each page only once.

Amazon pages might not change too frequently, but imagine a site like cnn.com whose

content changes often. Considering the assumption of non-static page contents, the rules

limiting access rate to a site can create severe challenges.

2.2. Page Repository Challenges

It is easy to view a Page Repository as a simple database where pages are stored associ-

ated with a URL. For a simplistic WSE this works, but in reality there are challenges for

even such a simple component. Specifically, the scale creates a challenge - both scale in

terms of the number of documetrnts which need to be stored, and in the frequency of ac-

cess. If a crawler is distributed across many machines the rate of in-bound accesses might

be large. Likewise, if the indexing process runs quickly, then there is a large volume of

out-bound data.

2.3. Indexer

The indexer produces the structured data used by the Query Module to obtain the Possibly
Relevant Set. One key challenge is deciding what not to index. It is desirable to skip

pages which are of no value - i.e. spam pages, or intentional manipulations. Second,

when doing indexing, it is important to consider the way the resultant index will be used.

A user’s queries might not always be reasonable to treat as a ‘set of independent words’.

For both runtime performance and relevance reasons, it makes sense to consider word

position - either explicitly or by indexing phrases (or some combination). The scale of

words alone is daunting, especially if you consider one-off strings, the scale of phrases

is even greater. This does not even include the large number of “false words”, i.e. binary

data mistaken as text, or intentional manipulations sending hundreds or thousands of

letter characters - indexing them can create problems, but if they are legitimate, failing

to index can make a WSE look bad.

For example, “Hubert Blaine Wolfeschlegelsteinhausenbergerdorff”, is a real per-

son’s name with a 35 character surname. Limiting the index to only dictionary words,

or some maximum word length of under 35 characters would make it difficult to find

relevant pages for this query.

Besides the selection of what to index based on individual page value, what about as

a set. Is it necessary to index 10,000 Wikipedia mirror sites? In order to decide what to

and not to index, substantial additional data, and corresponding infrastructure is required.

In theory, an inverted index is merely an unordered set of URLs that contain a given

keyword or phrase. In reality, for performance reasons, it might make sense to order or

partition the resultant records. If the ’best result’ is ranked ten million for a particular

query word, the computational costs go up significantly. Low-popularity pages might be

treated (indexed) differently from high-popularity page.
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In addition, the indexer might “index” information beyond the term to document

map, such as position, or formatting info which could be useful for ranking. For example,

an engine might first look for documents with a title-only match. The concept of feeds

and RSS change the way the indexer needs to operate, since contents change frequently.

Indexing using the traditional methodology for current weather data feed, or the current

news summary might not make sense.

2.4. Processed Data Store

A WSE Processed Data Store is a high-performance sub-system designed to handle high-

volume requests with millisecond response times. Commercial WSEs have many sub-

systems for providing data to the Query Module; this paper lumps them all into one

logical component for brevity of discussion.

The large scale nature of the web and high query volume differentiate such a WSE

from traditional databases. A simple inverted index has problems when the size of the

intermediate R lists is very large. When querying for the white house there could be a

hundred-million possible results for each term. The processed data store needs to effi-

ciently store and allow access to the required data. If the score of a web page is deter-

mined by the term positions on the page, inbound anchortext, and local-graph structure,

simple methods can become too computationally expensive for real-time operation. A

commercial WSE has milliseconds to consider millions of possible results. One approach

is to plan a query execution path that reduces the expected size of the consideration set,

possibly initial filtering on a gross level, or use of query rewrite rules. A WSE’s Processed

Data Store needs to be distributed, redundant and optimized for high performance.

The Processed Data Store stores more than the inverted index. It also saves other

page and query-related data, such as graph and category information, and possibly ed-

itorial judgments. The individual pieces must be built to work in real-time with high

reliability, and resistance to attacks, as well as easy to update.

Some search engines might have multiple Processed Data Stores, and dynamically

choose at query time based on the query or system load. One could be for “popular

domains” and another for “lower quality domains” for example.

Given the wide variation of users and queries, it is critical that the Processed Data

Store be able to remain functional under all circumstances. There should be no possible

query which can cause the Processed Data Store to fail or excessively slow down.

2.5. Query Module

The Query Module takes a query and determines the possibly relevant set, R. The sim-

plest way to do this, is to break the query into individual terms, take the result set for

each term and then take the intersection - effectively taking an AND of all of the query

terms. In order for this to work, there are two assumptions: First, that the words on a

page are indicative of the purpose of the page. Second, that the words in the query are

identical to the words on a relevant page.

The Query Module should locate all possibly relevant results, or in IR terms, high

recall, before passing them on to the Ranking Module. Like IR systems for non-web

documents, Web Search inherits the typical problems of synonymy and polysemy, but

with a few new twists. First, unlike other IR systems, there are intentional attempts at
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manipulation (in the form of spam, page cloaking, “google bombs”, or other attacks) -

although from a theoretical standpoint retrieving extra documents is acceptable, if the

set of ‘low quality’ results is too great, there is a performance issue. Second, there is

a tremendous variety of users and needs on the web. Given the multitude of possible

meanings and intentions, and the variety of skill levels, retrieval is even more difficult.

For many types of queries, including navigational, the “best page” might not even

contain the query terms anywhere on the page. Consider, for instance, that few web

search engines include the text “web search engine” in the text of their home page. Sev-

eral classes of queries are especially difficult for traditional methods, and it is critical

that the Query Module, and the rest of the system handle such queries without problems.

Queries which are especially difficult include duplicated words: bora bora (a place),

queries with stopwords which matter the who (the band), numbers 24 (TV show), or

worse combinations the the (a band). Also some users may intentionally or accidentally

send bad data as a query, such as attempts at buffer overflow, or binary data, or random

characters. Most popular WSE are designed to operate in many languages, which can

further complicate the task of query processing and planning.

Another complicating factor is the integration of non-textual/non-web results. In

a simple WSE, the user’s query is sent to a large inverted (text) index. When a user

asks a query about a recent event, the results might come from a third-party provider

as opposed to the traditional index. Likewise, if a user asks for pictures of something, a

simple inverted index might not be sufficient.

2.6. Ranking Module

The Ranking Module is probably the most complex, and the relevance problem is so

important, that Section 3 is devoted to understanding the problems and current methods

for evaluation of relevance for a WSE.

A simple Ranking Module takes the set of possibly relevant results, R, from the

Query Module and produces an ordering. Many of the problems presented in Section 2.5

apply here. Such as, the issue of words-on-page and the limited ability of words alone to

predict the usefulness to a query.

A WSE combines data from many features to select and rank results. Some possible

“features” include: words on page and location, classification related features such as

quality, topic, query-intention-prediction, use of human editorial judgments, use of the

link-graph (PageRank type computations and in-bound anchortext), clickstream data,

Natural Language Processing (NLP), structured data, enhanced page parsing (i.e. for

local searching to extract addresses), user query history and others which are not made

public. Each commercial search engine has its own unique set of features and its own

specific way of combining and utilizing them. Some companies use specialized machine

learning, while other prefer manual control over how various features are combined.

2.7. Missing Components

It is important to keep in mind that there are several tasks important for a search engine,

but are not shown as explicit components in Figure 1. Table 3 lists several additional

tasks or functions which are important for a WSE. In addition, there are other areas of

difficulty, which are not discussed in this paper including dealing with multiple character
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Table 3. Important tasks and functions not included in the simple architecture model

Caching - between most modules, such as query to results, results to metadata, descriptions

Graph processing - Data from Page Repository to Processed Data Store

HTML Parsing - Extraction of text and links from pages

Spam detection - Prediction of pages or domains which are spam

Duplicate detection - Identify pages which are near or exact duplicates

Mirror site detection - Identify entire domains or paths which are mirrors

Feed integration - Allow feed data to be searched and indexed

Manual editorial control - Human editorial influence of results and ranking

User logs - collection and integration (clickstream, etc...)

encodings, or dealing with multiple languages (especially languages such as Japanese or

Chinese which require segmentation).

3. Relevance

Everyone talks about Relevance, and how important it is - but despite numerous papers on

approaches for improving web relevance, there still seems to be a limited understanding

of the problems affecting a WSE.

3.1. Academic Evaluation Methods

The primary concepts used for measuring relevance of academic search systems are pre-
cision and recall or derivatives from them. Precision is loosely defined as the fraction of

retrieved results that are relevant, while recall is the fraction of relevant results that are

retrieved. Roughly speaking precision is a measure of what the user sees that is judged

as relevant, while recall is the measure of the ability of a search system to retrieve all

relevant results. Precision is further extended to P@X or the Precision of the first X re-

sults, and extended to MAP or Mean Average Precision, which is a measure that weights

the precision of top ranked documents more, and takes the average over a set of queries.

There are other measures such as F1, also called the f -measure, which is a combination

of precision and recall. For good references on measures in IR see [10], [11], [12], [6].

Precision, Recall, P@X, and MAP all assume that relevance is a binary judgment.

MRR or Mean Reciprocal Rank is a measure of the inverse of the rank of the best result,

such that the worse the rank, the lower the score.

It should be noted that recently, both commercial search engines and academics have

realized the deficiency of using a binary notion of relevance for evaluations. The mea-

sure Normalized Discounted Cumulative Gain (NDCG)[12] is now used by commercial

search engines to do internal evaluations. Cumulative Gain measures such as NDCG are

especially useful when combined with machine learning partially because they try to

compare how far from “perfect” a particular set of results is. Roughly speaking for a sin-

gle query, NDCG (at some number of results) is 1 for a perfect ranking. Typically search

engines will use a five point scale for relevance for NDCG calculations.
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3.2. A Perfect Relevance Function

To understand some of the challenges faced by a modern WSE in terms of relevance, let

us begin with a theoretically perfect relevance function, s = F (q, u). Where the score is

s, user’s query is q and u is a URL or possible result. This “perfect” relevance function

has the following properties:

∀ux, uy ∈ U, q s1 = F (q, ux), and s2 = F (q, uy) a user prefers ux to uy iffs1 >
s2

Let us assume for the moment, that there is only one user (i.e. function F is tailored

to this user), and that this user has consistent (transitive) preferences across all URLs in

the set U for any query q.

Assuming we used user’s judgments for relevance, and that we could map score to a

binary judgment, then all measures should in theory be perfect. All relevant results would

rank higher than all non-relevant results, and the best result would always be ranked first.

Even though, such a magical function F is unreasonable, there are issues and prob-

lems. Such a function would have a perfect score for the above measures, but it would

not be sufficient to make a good commercial search engine. The main problems arise

from the false assumption that user assessed quality/usefulness is independent of the set

and order of the other results. Not only does changing the order affect the overall value,

but it affects the value of other shown results.

The first problem is that on the web there are many cases where two different URLs

have identical content, such as www.X.tld and X.tld. There are also ’near duplicates’

such as sites which include the identical AP-Newswire source article and only change

the advertisements and nav-bars around it. There are also many mirror sites which can

be annoying if shown to users.

Even after duplicate removal, there is still the notion of marginal value. A user might

prefer a news result to a picture page, but that does not mean they want all news results

before all picture pages. The usefulness of the second result is not necessarily indepen-

dent of the first result.

The third problem is that a perfect ranking is only useful if the user can identify a

result as relevant. Most major search engines enhance their UI to facilitate a user iden-

tifying a useful result. Being able to figure out what description or text to display is as

important as figuring out which results to include. This includes a recognizable title, rec-

ognizable URL (when there are duplicates, pick the one the user recognizes), meaning-

ful description or summaries. Most major search engines modify the title, URL and or

summary from the ‘text on page’.

3.3. Realities and complications

Although the perfect relevance function described in 3.2 would have value, it is unrealis-

tic. The problem is users are heterogeneous. The same query might mean something very

different to two different users. For example, “Michael Jordan” is both a famous basket-

ball player and a professor at Berkeley. One meaning (the basketball player) dominates,

but that does not mean a search engine should show only results for that one meaning.

Dealing with multiple meanings for ambiguous queries is a hot topic for both commer-

cial search engines and academics, which is briefly discussed in Section 4. Variation of

users and their needs make studying search engines difficult, and further demonstrate the

limited value of utilizing text-only features or binary relevance judgments.
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Like the other components of a web search engine, the methods used for ranking

results are also actively attacked. Fundamentally, any ranking decision comes down to

features - either location or frequency of terms, or other features such as link-graph

related features, in-bound anchortexts, clickstream analysis etc. If it becomes public the

exact ways in which a commercial search engine does ranking, then it is likely attacks

will quickly appear. There are pages which are generated using markov-text generators,

but designed to give key placement to specific words. There are entire sites made to “look

like” an expert site on a single topic. There are organizations which specialize in helping

people to get in-bound links to raise their PageRank, and articles written on how to rank

higher in Google.

4. Dealing With the Problems

Search Engines generally work, so clearly there exist approaches to minimize these prob-

lems, or at least hide them from users. In addition, there are many academics who are ac-

tively contributing to both the science as well as the effectiveness of commercial search

engines. There are several interesting approaches described in other chapters in this book.

Surprisingly, many solutions employed by commercial search engines might be academ-

ically boring, such as using a simple list of trusted hosts or human editors to flag spam.

A basic approach to many commercial web search problems is to minimize the user-

perceived effects - without necessarily solving the problem. This can be done in many

ways - including biasing the evaluations to be consistent with real users. Likewise, search

engines are aggressively using clickstream data as a means to leverage massiveness as

a mechanism to help hide the limitations of the other algorithms. It might be easy to

foil a link-based algorithm, but if millions of users pick the ’best result’ for a query, it

can reduce the effect of link-spam attacks for that particular query. This is an important

point for academics - just because a particular algorithm or approach has a limitation,

and might appear to evaluate poorly, does not mean it will fail in the commercial search

world (as long as there exist known methods to cover up or eliminate that limitation).

4.1. Crawler

WSEs prefer simple solutions. Priority crawl lists and general crawl prioritization can be

used to focus time and resources on the sites which are likeliest to be clean and useful.

Robots.txt related problems can sometimes be addressed through business deals; calling

up companies asking them to unblock you or alter the priority. Researchers in this area

can focus on how to effectively balance and detect content changes and develop efficient

ways to manage this information at web scale. [13] is dedicated to this area.

4.2. Page Repository and Processed Data Store

Page repository issues are ideal for research in the areas of distributed storage and

computation, as long as the work assumes real-world search engine data sizes (peta-

bytes). A successful page repository will be able to handle the bandwidth of a crawler

and indexer simultaneously, be resilient to hardware failures, and be able to have some

backup/restore/history capabilities.
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The Processed data store, like the page repository must be high-performance and

optimized for the desired task and performance. In general most engines will have mul-

tiple sites and multiple distributed copies of their data. Likewise, this distribution might

not be symmetric; an important site or page might have more copies than one deemed

low-quality.

4.3. Indexer

The issues of the index are related to the scale of the web, and lack of quality control -

which map to deciding what to index and what not to index - both pages and words on

a page. There are two issues: ability to selectively index (i.e. excluding certain pages,

or certain words from pages), and ability to capture complex concepts while preserving

efficiency (this could include auto-phrasing, stemming or concept expansion). Some en-

gines might have multiple indexes, one for high-quality pages, and another for everything

else. Some engines might use some lists of words or phrases and treat them differently.

Unfortunately, the value of a change to the indexer is not easy to evaluate in isolation,

and depends on how the index is used.

There have been significant improvements in NLP (Natural Language Process-

ing) with regards to performance, although it is unclear exactly where and how NLP

should be applied to commercial web search. Effective incorporation of NLP could

be done through a specialized field of entities that are extracted, as opposed to ‘in-

place’ extraction. Separating out the entities from the index also mixes well with man-

ual or clickstream enhancement. There are specialized search sites, such as http:
//www.zoominfo.com/ which have their own web crawlers and use specialized en-

tity extraction - in the case of ZoomInfo, they focus on people and company relations.

4.4. Query Module and Ranking Module

The query module and ranking module have substantial active research - which could be

useful for commercial search engines. Commercial search engines employ many tech-

niques for enhancing the perceived relevance, they are not discussed in detail in this

paper.

Improving the retrieved set can be done through query rewriting or integrating other

sources or partner sites (as well as other methods). Improved understanding of the query,

through semantic analysis, statistical analysis, spell checking, clickstream mining, or

other methods can be used to enable more effective querying of the Processed Data Store.

When querying most major search engines, it is obvious that the engine did not treat

your query as a ’bag of words’. This is most visible with automatic spell correction and

sometimes with the engine inserting synonyms or alternate forms of your query words.

Major areas of semantic analysis include identifying specific entity types, such as

products, companies, or person names; vanity and company navigational searches are a

significant percentage of web search traffic. There are several search engines now spe-

cializing in the area of semantic analysis including http://www.hakia.com/ and

http://lexxe.com/. There is also a lot of academic work on ’query understanding’

and ’entity extraction’ including [14] which utilizes corpus statistics to improve accuracy

of semi-supervised relation extraction.

Improving the ranking can be done through many methods. Specifically, the problem

of ambiguous queries is addressed in many ways. Most major search engines provide
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some type of clustering of results - for highly ambiguous queries, this clustering is likely

to map to the popular meanings. Most major engines also offer some type of ’query sug-

gest’ mechanism where alternate queries are listed to aid the user in constraining their

search. SearchMe Inc. approaches the problem through classification of the whole web

into an ontology and presenting the user with “categories” to chose from, allowing them

to explicitly narrow by topic or page type. There are many academic works and com-

mercial engines which try to enhance search through “semantic understanding”, result or

page classification, and alternate User Interfaces.

5. Conclusion and Overview

This paper summarized the logical components of a web search engine. Then described

several of the challenges faced by real search engines, and how the simplistic models are

insufficient. Several common problems include the implications of the scale of users and

data, as well as the effects of intentional attacks against the fundamental workings of a

search engine. In addition, many of the models and methods used to evaluate IR systems

break down when applied to existing commercial web search engines.
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Abstract.
In this article we introduce and discuss briefly the issue of privacy preservation

for the publication of search engine query logs. In particular we present a new

privacy concern, website privacy as a special case of business privacy.
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Introduction

Query logs are very rich sources of information, from which the scientific community

can benefit immensely. These logs allow among other things the discovery of interesting

behavior patterns and rules. These can be used in turn for sophisticated user models, for

improvements in ranking, for spam detection and other useful applications. However,

the publication of query logs raises serious and well-justified privacy concerns: It has

been demonstrated that naively anonymized query logs pose too great a risk in disclosing

private information.

The awareness towards privacy threats has increased by the publication of the Amer-

ican Online (AOL) query log in 2006 [2]. This dataset, which contained 20 million Web

queries from 650, 000 AOL users, was subjected to a rather rudimentary anonymization

before being published. After its release, it turned out that the users appearing in the

log had issued queries that disclosed their identity either directly or in combination with

other searches [3]. Some users even had their identities published along with their queries

[4]. This increased the awareness to the fact that query logs can be manipulated in order

to reveal private information if published without proper anonymization.

Privacy preservation in query logs is a very current scientific challenge. Some so-

lutions have been proposed recently [5,6]. Similarly to the general research advances in

privacy preserving data mining, they refer to the privacy of people. Little attention has

been paid to another type of privacy concern, which we consider of no less importance:

website privacy or, more general, business privacy.

Mining Massive Data Sets for Security
F. Fogelman-Soulié et al. (Eds.)

IOS Press, 2008
© 2008 IOS Press. All rights reserved.

doi:10.3233/978-1-58603-898-4-130

130



Indeed, important and confidential information about websites and their owners can

be discovered from query logs and that naive forms of URL anonymization, as in [3],

are not sufficient to prevent adversarial attacks. Examples of information that can be

revealed from query logs include accesses to the site’s documents, queries posed to reach

these documents and query keywords that reflect the market placement of the business

that owns the site. Such pieces of information are confidential, because websites serve

as channels for advertisement, communication with potential customers and often sales

to them. Hence, the traffic recorded in them delivers a picture of customer-company

interaction, possibly for the whole product portfolio. A thorough analysis of this traffic

with a data mining method may then deliver information like insights on the effectiveness

of advertising campaigns, popular and less popular products, number of successful and

failed sale transactions etc.

Example 1 (Disclosing confidential company related information) Websites A and
B are on-line book stores and use the Web as their only sales channel.

Website A knows from their own website log that ma% of the visits from external
search engines lead to a purchase. They also know that na% of their buyers come from
search engine X . They further know the set of frequent queries used by these visitors
to click at their site. These pieces of information are obviously confidential: They are
private data to company A and are valuable for planing marketing campaigns, investing
in on-line advertisements and addressing users directly.

Assume that the owner of the search engine X publishes their query log L with the
same anonymization procedure as used by AOL [3]. Site A can use this published log
together with their own private website log of the same period LA to derive confidential
information about website B. In fact, A can derive the pieces of private data about B as
they have for their own site!

Site A can analyze L and website B’s public website, to disclose confidential in-
formation about B. This involves finding all the queries in L from which users clicked
on a document in site B. Next, A uses these queries to compute the absolute number of
accesses to the website B, nb. Since A and B address the same target group, A can use
na, nb and the percentages na%, ma% to compute nb%, mb%. Further, if they know that
the behavior of visitors coming through search engine X is representative of all visitors
to site A, then they deduce that the same holds for the visitors to site B. Thus, they can
identify frequently accessed features, such as authors and genres for B’s book sales and
derive their competitive advantages and disadvantages in the business.

One may argue that a site’s traffic is only recorded at the site’s server and therefore

not public. However, the traffic delivered to a website by major search engines accounts

for an important part of the site’s overall traffic. If this part is undisclosed, it will be a

very accurate approximation to the complete access log of the website.

The protection of such confidential information is different from conventional pri-

vacy preservation. One reason for this difference is that an adversary can reveal confiden-

tial website information by aggregating a published query log with other legally owned

private data. In particular, consider an adversary which is a company interested in dis-

closing information about its competitors. This adversary could use its own background

knowledge and the data of its own site in combination to the published query log data,

to infer the competitor’s private data. This includes but is not limited to popular queries

that reach both the adversary’s site and that of the competitor. The log of the adversary
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can then be used to de-anonymize a part of the published query log. Depending on the

amount and quality of the information revealed, industrial espionage or malicious intent

could be argued by the affected parties against the company that published the query log.

Although query log anonymization does not look promising in the near future, es-

pecially from the user privacy perspective, we believe that reasonable measures can be

taken to preserve website privacy. The work presented in [1] discusses some of the exist-

ing threats and ways to prevent them, this helps to set a precedent for data mining applica-

tions on logs, and future query log publishing. The goal is that the information generated

from query log mining applications is inspected to prevent privacy leaks. Although [1]

focuses on website privacy, we believe that this approach also contributes to user privacy,

because much of the sensitive information about users comes from assessing the pages

they have visited. The contributions of [1] are: (1) to introduce a new privacy issue for

query logs, website privacy. (2) Describe attacks that disclose confidential information

from query logs, and ways to prevent them. (3) Propose a heuristic graph-based method

that removes those parts of the log that may lead to information disclosure.

1. Related Work

The rapid development of advanced techniques for data collection and propagation, along

with the fast growth of the Web, have increased the awareness to the use of private in-

formation. This has lead to a new field of research in the context of analyzing private or

confidential information – the domain of privacy preserving data mining [7].

Privacy preserving data mining aims at analyzing databases and data mining algo-

rithms, identifying potential privacy violations and devising methods that prevent pri-

vacy breaches. Preventive measures involve the hiding or modification of sensitive raw

data like names, credit card numbers and addresses, and the exclusion of any further

type of sensitive knowledge that can be mined from the database. It is important to note

that many privacy preserving algorithms are based on heuristics. This is because of the

premise that selective data modification or sanitization is an NP-hard problem.

Some research on privacy preservation in databases deals with privacy preserving

data publishing that guarantees utility for data mining [8,9]. There are studies on pre-

venting adversarial data mining in relational databases, when data fields are correlated

[10]. Samarati and Sweeney proposed k-anonymity, in which data is released in such a

way that each query result (and each attempt for data disclosure) returns at least k en-

tities [11]. The principle of k-anonymity is quite effective but it cannot be directly ap-

plied to data that expands across multiple databases, as is the case of website privacy

preservation.

In the context of Web mining, one of the prominent areas for privacy preservation is

the protection of user privacy in query logs of search engines. Among the advances in pri-

vacy preserving Web mining, most relevant to our work are the studies of Kumar et al [5]

and of Adar [6]. Kumar et al propose token-based hashing for query log anonymization

[5]; The queries are tokenized and a secure hash function is applied to each token. How-

ever, the authors show how statistical techniques can be used to disclose private informa-

tion despite the anonymization; they also show that there is no satisfying framework to

provide privacy in query logs [5].

In [6], Adar explains many aspects of the AOL query log problem, and shows that

traditional privacy preservation techniques cannot be applied in a straightforward way to
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protect privacy in a search log. Further, Adar argues that k-anonymity is too costly for

rapidly changing datasets like query logs. Then, Adar proposes two user anonymization

methods for query logs, which attempt to balance log utility for research and privacy [6].

2. Challenges for Query Log Anonymization

Anonymizing query logs for data mining is very challenging for several reasons. First, the

attributes of the query log are not independent. An adversary may use these dependencies

to deduce the value of an anonymized field. For example, queries in search engines are

known to exhibit a remarkable frequency distribution: Kumar et al exploited this property

to decrypt anonymized queries by studying the frequency and co-occurrence of terms in a

non-anonymized reference log [5]. Moreover, query logs have sequential records: Rear-

ranging or shuffling them for anonymization purposes would blur or eliminate important

temporal and order-dependent information, such as user sessions.

Despite these observations, we should keep in mind that data mining focuses mostly

on extracting knowledge in pattern form and does not always require exact values for

each attribute: Such values can be replaced by an anonymized value that preserves their

distribution. However, for Web query mining, it is difficult to determine which attributes

should be anonymized or hidden: all attributes in the log are of potential use – depend-

ing on the purpose of the analysis. Thus, the minimization of the private information

that could be disclosed by an adversary while maintaining enough information for data

mining becomes a complex optimization problem.
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Abstract. High ranking of a Web site in search engines can be directly correlated to

high revenues. This amplifies the phenomenon of Web spamming which can be de-

fined as preparing or manipulating any features of Web documents or hosts to mis-

lead search engines’ ranking algorithms to gain an undeservedly high position in

search results. Web spam remarkably deteriorates the information quality available

on the Web and thus affects the whole Web community including search engines.

The struggle between search engines and spammers is ongoing: both sides apply

increasingly sophisticated techniques and counter-techniques against each other.

In this paper, we first present a general background concerning the Web spam

phenomenon. We then explain why the machine learning approach is so attractive

for Web spam combating. Finally, we provide results of our experiments aiming at

verification of certain open questions. We investigate the quality of data provided

as the Web Spam Reference Corpus, widely used by the research community as a

benchmark, and propose some improvements. We also try to address the question

concerning parameter tuning for cost-sensitive classifiers and we delve into the

possibility of using linguistic features for distinguishing spam from non-spam.

Keywords. Search Engines, Web Spam, Machine Learning, Linguistic Features

1. Introduction

Web spamming is any form of manipulating the content, link-structure [1] or other fea-

tures [2] of Web hosts and documents to mislead search engines in order to obtain unde-

servedly high ranking in search results. Since high ranking in search engines is positively

correlated with high revenues, the motivation is almost purely economical.

Web spam combating has been regarded as the most urgent problem in the Web

information dissemination process for many years [3] because it significantly deteriorates

the quality of search results and thus affects the whole Web community. In addition,

unhappy users can turn to competition and this translates to significant revenue cuts for

search engines. Since Web spamming has such significant social and economic impact,

the struggle between search engines and spammers is an “arms race”: both sides apply

increasingly sophisticated techniques and counter-techniques against each other.

Rapid progress of spamming techniques, an increasing number of factors to con-

sider, and the adversarial nature of the spam phenomenon require novel techniques of

1The first author was supported by the Polish Ministry of Science grant: N N516 4307 33
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dealing with the problem. Recently, machine learning has been successfully applied to

support Web spam combating [4,5].

1.1. Outline of the paper

The outline of this paper is as follows. We start by presenting the background in Section 2

which mentions the dominating role of the search engines in the Web and emphasises the

role of ranking algorithms in the search process (Section 2.1). Then, we briefly describe

the Web economic model (Section 2.2) which clearly explains the motivations behind

the Web spamming phenomenon.

In Section 3, we describe what is usually regarded as Web spam, present a Web spam

taxonomy (Subsection 3.1) and give some remarks on strategies for combating Web spam

(Subsection 3.2).

Section 4 outlines the state of the art in the field of Web spam detection. We mention

the reference corpus (Subsection 4.1)2 prepared recently to help the research commu-

nity in a systematic comparison of automatic Web spam detection methods and related

activities (Subsection 4.2).

Next, we discuss various approaches concerning the use of machine learning with

respect to Web spam detection (Subsection 4.3).

The application of the concept of trust is separately discussed in Subsection 4.4 due

to its important role in automatic spam detection.

Section 5 introduces several open questions concerning usefulness of linguistic fea-

tures in the context of Web spam classification and unbalanced training class sizes. Some

of these questions stem from previous work on the subject (most notably [5]), but we

also investigate an unexplored direction of using linguistic features in Web spam detec-

tion. The remaining part of Section 5 contains the description of experiments and results

achieved.

We conclude and discuss possible future work in Section 6.

1.2. Contribution

Applications of machine learning techniques for fighting Web spam have been in the cen-

tre of attention recently (see Section 3). Our contributions presented in this publication

are listed below.

• We explore the possibility of using linguistic features contained on Web pages

for detecting and classifying spam. In section 5.2 we present the attributes we

computed and added to the previous attribute set. Preliminary results show that

some of the features are potentially promising and they exhibit some discrimi-

native power in automatic Web spam classification. To our best knowledge, such

features have not previously been used in the context of Web spam detection (al-

though they have been applied in other fields).

• We observed that inconsistent labelling present in the reference corpus (see Sec-

tion 4.1) may lead to unnecessary deterioration of the classification quality. Our

results (5.4) indicate that cleaning the data by removing non-univocally human-

labelled training examples makes the resulting decision trees much simpler while

2A new larger corpus is currently being prepared by the research community, to be available in 2008.
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the classification accuracy is not deteriorated. These results seem to be important

and applicable to the preparation of future versions of the reference Web spam

corpus.

• We repeated classification experiments for a wide range of cost values used in

the cost classifier, trying to complete previous research done in [5]. Our results

(Section 5.3) shed more light on the impact of the cost parameter on the size of

decision trees, accuracy of classification and selection of significant attributes.

2. Background

The Web is a large source of information encompassing petabytes of publicly available

data on innumerable Web pages. While it is not possible to tell exactly the size of the Web

(due to the existence of dynamic documents and the impossibility of taking an instant

snapshot of the Web), there are techniques for estimating the size of the “indexable” Web

[6]. At the time of writing the number of indexable Web documents is estimated as 25

billion.3

2.1. The Role of Ranking in Search Engines

To make any use of that huge amount of available information, Web users use search

engines, which became the de facto main gate to the Web. Search engines themselves are

huge and complex systems, answering hundreds of millions search queries over hundreds

of terabytes of textual corpora daily. Discussion of main architectural and technical issues

concerning large search engines can be found in [7],[8], or [9].

Processing huge amounts of data on enormous load rates is a challenge, but the

most difficult problem in search technology emerges from the very fact that most users

look only at the first page of search results, containing typically 10–20 results. Thus, the

primary task of a search engine is to automatically sort all the results according to their

relevance, authority and quality so that the best results are at the top of the matching

list of thousands or millions matching candidates. This is the task of the ranking system
module — perhaps the most secret, key component of each search engine.

Ranking algorithms, which determine the order of the returned results, use all the as-

pects of the information explicitly or implicitly connected with Web documents to decide

the ranking position of a search result among the others. These aspects of information

include (but are not limited to):

• textual contents of the body, meta-tags and URL of the document, as well as

anchor text (the text snippets assigned to the links pointing to the document),

• the link structure of the whole Web graph,

• various statistics derived from query logs,

• estimates of Web traffic.

3http://worldwidewebsize.com
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Textual components of ranking techniques are derived mostly from classic IR

systems [10,11] and are based on variants of the term-frequency-inverse-document-

frequency (tfidf ) score. More sophisticated link-structure ranking algorithms were intro-

duced to automatic search systems more recently (around 1998; e.g., [12,13]) and are

still being intensively developed.

2.2. What drives the Web?

Search engines are the heart of the Web [14]. One can ask about the business model which

makes commercial search engines do their business. The answer is that the main source

of income for search engines is advertising. Search-related advertising can be divided

into two main categories: sponsored links (paid links to commercial destination pages

shown alongside search results) and contextual ads (shown on third party Web sites).

Both types of advertising rely on the search engine’s technology of matching between

keywords provided by the advertiser and the context: in the first case an ad is matched

against the user query, in the second, against the contents (and other contexts) of the

hosting Web page.

The income of search engines increases with the number of advertising customers

(ad hosting Web pages share this profit proportionally). There are several different mod-

els of charging for ad’s appearance: the number of impressions (cost-per-mille; CPM

model) of an ad, the number of actual clicks on an ad (cost-per-click; CPC model) or the

number of actual transactions made as a consequence of clicking on the ad (still the least

popular model, but of increasing interest). Note that search engines try to achieve the

best possible matches to make participation in ad programmes commercially attractive,

but also to increase their own profit (well targeted ads are likely to be clicked on).

The total income of search-based ads in 2006 in the USA was around $6.7 billion,

and constitutes 40% of the total internet-based advertising revenue.4 Furthermore, this

figure grows at a very fast rate—35% in 2006.

As the very important consequence of the Web economic model described above is

that Web traffic directly turns into real profit, due to the existence of contextual advertis-

ing programs.

Bearing in mind that search engines constitute the actual “main gate” to the Web,

we can make the following statements:

• ranking algorithms of search engines determine and influence the actual visibility

of particular Web pages,

• the more a Web page is visible (better ranking in search queries) the more traffic

goes to it (more users will eventually visit the page due to its presence among the

top search results),

• more traffic on the page means more potential income (due to the contextual ad

programs).

Thus, to conclude the above: it is commercially attractive to boost ranking positions
in search results. This is the main rationale behind the existence of the Web spamming

phenomenon.

4Internet Ad Revenue Reports, http://www.iab.net/.
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3. Web spam

Web spam (or search engine spam) can be described as any deliberate manipulation of

Web documents intended to mislead ranking algorithms of search engines in order to

artificially boost the ranking position without actually improving the information quality

for (human) Web users. Another, somehow extreme, description is: “Web spamming is

everything Web authors do only because search engines exist”.

The above descriptions are obviously not strict definitions — they leave much room

for ambiguity which is inherent to the issue. In practice, most search engines provide

their guidelines (for webmasters) to reduce the ambiguities to the minimum about what

is considered spam and what is not. Note that spam is consequently punished, usually by

removing the documents or hosts from indexes, thus reducing the visibility to zero.

3.1. Spam taxonomy

In [2], spam techniques are classified into two broad categories: boosting techniques and

hiding techniques. Boosting techniques influence the ranking used by search engines by

altering the contents, links or other features of the pages or hosts. Hiding techniques

serve as camouflage for other spamming techniques (e.g., hidden text or links) or provide

two different views of a page to the user and to the search engine, e.g. by means of quick

and automatic redirect of the user from the page indexed by the search engine to another

spam page.

In general, spam techniques aim at modifying the view of documents that search

engines use for indexing the pages by modifying the contents, links, etc. of the pages.

Content-based techniques include copying or repetition of phrases perceived by the

spammer to be relevant for their business, and in some cases, hiding such terms by using

hidden text (either very small, or the same colour as the background of the page5), or

use non-visible parts of the HTML code such as meta tags or alternate descriptions for

multimedia objects which are embedded in the HTML.

Link-based techniques aim at link-based ranking algorithms such as PageRank [12]

or HITS [13] by manipulating the in-links of a page. This can be done by creating a

link farm: a tightly-knit community of pages linked to each other nepotistically [15]. The

components of the link farm can be pages under the control of the spammer, pages that

agree to enter a link-exchange program with the spammer, or external pages in sites that

allow world-writable content. The latter is the case of wikis, forums and blogs where, if

the appropriate anti-spam measures are not taken, spammers typically post links to sites

that they want to boost.

Web spam affects the whole Internet community given that it deteriorates the quality

of search results, and thus breaches the trust relationship between users and search en-

gines. It also affects search engines themselves given that it forces them to waste network

and storage resources indexing content that is not valuable for its users.

3.2. Fighting Web spam

Defeating Web spam does not require perfection, but only to alter the economic balance

for the would-be spammers [16]. A Web site owner will spam if she or he perceives that

5This technique used to be popular but now it is quite easy to be detected.
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it is economically justified to pay more to spend a certain amount of money in spamming

a search engine instead of spending the same amount of money in improving his or her

Web site. While a group of spammers perhaps is able to make profit in the short term, this

is not true in general and certainly not true in the long term. The first steps decreasing

the amount of spam on the Web is to educate users about how to improve their Web sites

to make them more attractive to users without using deceptive practises.

Search engines can also explain to users what is regarded as spam and what is not.

For example, [17] advocates that search engines develop a clear set of rules and equate

these rules to the “anti-doping rules” in sport competitions. Following the same analogy,

search engines should increase the cost of spamming by demoting pages that are found to

be using spamming techniques. Search engines also maintain spam-reporting interfaces

that allow the users of the search engine to report spam results.

Numerous factors of Web documents have to be analysed to decide whether a given

document is spam or not. In addition, the process of inventing new spamming techniques

by spammers and subsequent updating of the ranking algorithm by search engines (in

response) clearly resembles a never ending arms race.

4. Web spam detection

The development of an automatic Web spam detection system is an interesting problem

for researchers in the data mining and information retrieval fields. It concerns massive

amounts of data to be analysed, it involves a multi-dimensional attribute space with po-

tentially hundreds or thousands of dimensions, and is of an extremely dynamic nature as

novel spamming techniques emerge continuously.

4.1. Public corpus of spam data

The lack of a reference collection was one of the main problems affecting research in

the field of spam detection. This often obliged researchers to build their own data sets to

perform experiments, with a twofold drawback. First of all, the data sets were generated

to constitute a good representative of the phenomenon researchers were investigating and

so, in many cases, had been biased towards it. Second and more importantly, techniques

cannot be truly compared unless they are tested on the same collection.

The webspam-uk2006 dataset described in [18] and available on-line6 is a large,

publicly available collection for Web spam research. It is based on a large crawl of Web

pages downloaded in May 2006 by the Laboratory of Web Algorithmics, University of

Milan.7 The crawl was obtained from the .UK domain, starting from a set of hosts listed

in the Open Directory Project and following links recursively in breadth-first mode.

The labelling was the result of a collaborative effort. A group of volunteers was

shown a list of Web sites — the “host” part of the URLs — and asked for each host,

if there were spamming aspects in the host. A list of typical spamming aspects were

available to guide the assessment. Some of the aspects often found in spam hosts were:

large sets of keywords in the URL and/or the anchor text of links, multiple sponsored

6http://www.yr-bcn.es/webspam
7http://law.dsi.unimi.it/
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links and/or ad units, plus text copied from search engine results. Eventually, the corpus8

contained 8123 hosts tagged as normal, 2113 hosts tagged as spam and 426 tagged as

undecided (borderline).

4.2. The Web Spam Challenge

Using this collection, the Web Spam Challenge series was started.9 Two challenges were

ran during 2007. The first Web Spam Challenge took place simultaneously with AIRWeb

200710; six teams participated and were given a graph, the contents of a sample of 400

pages for each host, and a list of features described in [16,17]. Participants were allowed

(and encouraged) to compute their own features and build classifiers that were later tested

on a test set obtained from the same collection.

The second Web Spam Challenge took place during GraphLab 2007.11 This second

challenge was aimed mostly at machine learning research groups. Six teams participated

(2 that also had participated in the first challenge) and were given just the graph and a set

of features. Participants were not allowed to use any external source of information.

The set of features used in the first Web Spam Challenge was composed of 236 fea-

tures. These features included content-based features such as average word length, num-

ber of words in the title, content diversity, term popularity and others proposed in [16];

as well as link-based features such as PageRank, number of neighbours, and others pro-

posed in [17].

4.3. Web spam and machine learning

It has been observed that the distribution of statistical properties of Web pages can be

used for separating spam and non-spam pages. In fact, in a number of these distribu-

tions, outlier values are associated with Web spam [19]. Several research articles in the

last years have successfully applied the machine learning approach to Web spam detec-

tion [16,20,21,4].

Building a Web spam classifier differs from building an e-mail spam classifier in

a very important aspect: aside from statistical properties from the contents of the mes-

sages/pages, we also have a directed graph on the data. Furthermore, there are linking

patterns that can be observed in this graph: for instance, non-spam hosts rarely link to

spam hosts, even though spam hosts do link to non-spam hosts.

In the scientific literature, there are several ways in which this Web graph has been

exploited for Web spam detection.

A first option is to analyse the topological relationship (e.g., distance, co-citation,

etc.) between the Web pages and a set of pages for which labels are known [22,23].

A special group of Web-graph topology-based techniques, which deserves for a sep-

arate discussion, is based on a notion of trust which originates from the social network

analysis. This topis is discussed in a subsection 4.4.

Another option is to extract link-based metrics for each node and use these as fea-

tures in a standard (non-graphical) classification algorithm [17]. Finally, it has been

8Counts of webspam-uk2006-set1-labels.txt and webspam-uk2006-set2-labels.txt
combined.

9http://webspam.lip6.fr/
10http://airweb.cse.lehigh.edu/2007/
11http://graphlab.lip6.fr/
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shown that the link-based information can be used to refine the results of a base classifier

by perturbing the predictions done by the initial classifier using propagation through the

graph of hyperlinks, or a stacked classifier [5,24].

4.4. The Concept of Trust in Web Spam Detection

Among the best features used in the machine-learning approach to Web spam classifi-

cation are those based on the notion of trust or distrust. The concept is widely known

in the social-network research community. A general survey of the trust management

techniques can be found in [25].

Due to the adversarial nature of the Web, making use of the concept of trust or

distrust when assessing the quality of linked Web pages proved to be a successful idea.

In particular, it concerns automatic identification of the Web spam documents.

In the context of directed graphs representing virtual social networks (similar to that

of the linked Web pages), a systematic approach for computing or propagating the trust

through the edges of the graph is discussed in [26]. Various schemes for trust and distrust

propagation, which are mathematically represented by the properly modified adjacency

matrices and some multiplicative operations are proposed and experimentally studied

with the use of some real datasets concerning virtual communities.

While in social networks the concept of trust concerns the users of the system, and

models the degree of belief about the honesty of other users, in the context of the Web,

the idea is slightly different. Namely, the link between two pages p and q is simplifically

interpreted as the belief of the author of the page p about the good quality of the page

q. An alternative approach, however, was proposed in [27], where an extended linking

language is proposed with some experiments done with the use of the Epinions.com
dataset. The latter approach proposes to distinguish between the “appreciating” and “crit-

icising” links between the pages by a proper extension of the markup language.

One of the first works concerning the application of the notion of trust in successful

automatic identification of Web spam documents is [28]. The paper proposes an algo-

rithm called “TrustRank” which uses a seed set of some “trusted” pages (which practi-

cally mean the pages labelled by human experts as non-spam pages) and the trust propa-

gation algorithm derived from the classic PageRank [12] algorithm. The idea is based on

the observation that non-spam pages usually link to other non-spam pages. Noteworthy,

the values computed by the TrustRank algorithm (or derived from them) are found to be

among the best attributes used in the machine-learning approach to Web spam classifica-

tion.

The extension of the ideas discussed in [26] and [28] concerning various methods of

trust and distrust propagation in the context of Web spam detection is presented in [29].

In particular, the paper proposes novel methods for splitting trust and distrust through

the links as well as for aggregating the incoming values.

The “Topical TrustRank” algorithm is proposed in [30]. It overcomes two vulner-

abilities of the TrustRank algorithm [28]: its bias towards more tightly-knit Web pages

in the Web graph and the problem of the usual under-representation of the various cat-

egories of Web document in the human labelled, trusted seed set. The experimental re-

sults in that paper prove that introducing the topical context into the trust-computation

framework significantly improves the original TrustRank’s idea.

An interesting transformation of the TrustRank algorithm, which propagates the

“trust” forward, through the links between “non-spam” pages is presented in [31].
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Namely, the idea is similar but inverted here. The proposed algorithm, named An-

tiTrustRank, is based on the analogous observation: spam pages are usually linked by
other spam pages in the Web graph. Thus, the algorithm proposes to propagate distrust

backward, through links incoming to initially labeled spam pages. The experimental

evaluation [31] proves that such approach outperforms that of the TrustRank algorithm.

5. Experiments

This section reports on our explorations of deploying linguistic features for Web spam

classification using a machine learning paradigm. Further, we investigate issues concern-

ing unbalanced training class sizes and we analyze the learned decision trees.

5.1. Questions and goals

We outline the questions and goals driving the experiments presented here. Many of these

questions arose as a consequence of previous research on the subject — the webspam
2006 challenge and [5].

1. Linguistic text features (lexical diversity, emotiveness; more details in the next

section) provide very different class of information compared to graph and tra-

ditional content features. They should be good discriminators of “real”, human-

written content and automatically generated (or structured) gibberish. If we add

linguistic features to the set of input attributes, will they help to improve the

classification accuracy? What is the distribution and relationship between certain

linguistic features vs. spam-normal classes?

2. A number of hosts and pages in the webspam-uk2006 corpus are marked as “bor-

derline” or received an inconsistent note from human evaluators. We suspect that

training a classifier on this “noisy” data can mislead the learning algorithm, re-

sulting in poorer performance and proliferation of attributes which are not truly

relevant to evident spam hosts. Would initial pruning of the training data (by se-

lecting “strong” examples of non-spam and spam hosts) improve the classifica-

tion results? What will happen to the size of the resulting decision trees?

3. The two classes of Web sites (spam and normal) are highly unbalanced in size. In

[5] authors use a cost-sensitive classifier to cater for this problem, suggesting that

cost coefficient R equal to 20 worked best in their case.12 How sensitive is the

classification depending on the actual setting of R? Given the same input data, is

R = 20 really the best value to pick and why?

To address the above questions we decided to perform several new experiments us-

ing the training and test data obtained from the webspam-uk2006 corpus. Using this par-

ticular reference data also lets us compare against the results reported in [5].

The remaining sections describe the arrangement and results of each experiment.

12Cost-sensitive classifiers take into account the minimum expected misclassification cost. In our case the

cost coefficient R is the cost given to the spam class, and the cost of the normal class is fixed to 1.
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Table 1. Selected linguistic features used in our experiments. The “number of potential word forms” used

for computing lexical validity and text-like fraction of the text refers to the number of tokens which undergo

morphological analysis — tokens representing numbers, URLs, punctuation signs and non-letter symbols are

not counted as potential word forms. The term “number of tokens which constitute valid word forms” refers

to the number of potential word forms, which actually are valid word forms in the language, i.e., they are

recognized by the morphological analyser as such word forms.

feature name formula value range

Lexical diversity = number of different tokens
total number of tokens

[0, 1]

Lexical validity = number of tokens which constitute valid word forms
total number of potential word forms

[0, 1]

Text-like fraction =
total number of potential word forms

total number of tokens
[0, 1]

Emotiveness =
number of adjectives and adverbs

number of nouns and verbs
[0,∞]

Self referencing =
number of 1st-person pronouns

total number of pronouns
[0, 1]

Passive voice =
number of verb phrases in passive voice

total number of verb phrases
[0, 1]

5.2. Linguistic features

There is a number of aspects that can be measured and extracted from the text apart from

simple occurrence statistics. Certain language features, such as expressivity, positive af-

fect, informality, uncertainty, non-immediacy, complexity, diversity and emotional con-

sistency (discussed in [32]), turned out to have some discriminatory potential for human

deception detection in text-based communication. Intuitively, they might also be useful

in differentiating Web spam from legitimate content and, to our best knowledge, so far

they have not been exploited in this context.

There are various ways of how the aforementioned features can be computed. For

instance, for estimating a text’s complexity, the average sentence length or the aver-

age number of clauses per sentence could be considered. In case of expressiveness, one

could give a preference for certain part-of-speech categories to others (e.g., giving higher

weight to adjectives and adverbs). Further, non-immediacy is indicated by usage of pas-

sive voice and generalising terms.

For our experiments, we have selected and adapted a subset of feature definitions

described in [32]. In particular, we considered only features, whose computation can be

done efficiently and does not involve much linguistic sophistication since the open and

unrestricted nature of texts on the Web indicates that utilization of any more error-prone

higher-level linguistic tools would introduce more noise. Table 1 lists the features and

formula’s used to calculate their value.

Two NLP tools were used to compute linguistic features: Corleone (Core Linguistic

Entity Extraction) [33], developed at the Joint Research Centre, and Alias-i’s LingPipe.13

We processed only the summary version of the webspam-uk2006 collection. It contains

circa 400 pages for each host. It is important to note that solely the body of each page was

taken into account. The aggregate for a host was calculated as an arithmetical average

13http://www.alias-i.com/lingpipe
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Table 2. Results of classification with and without linguistic features on a full data set (all instances) and on a

data set from which instances with unknown attribute values have been removed.

full data data w/o missing values

with l.f. without l.f. with l.f. without l.f.

instances 8 411 8 411 6 644 6 644

attributes 287 280 287 280

classified ok 91.14% 91.39% 90.54% 90.44%

misclassified 8.85% 8.60% 9.45% 9.55%

of values of all its pages. Interestingly, it turned out that 14.36% of the pages had no

“textual” content at all and many pages simply indicated HTTP errors encountered during

the crawl (404, page not found).

Classification with linguistic features

In our first experiment, we have tested the usability of linguistic features simply by

adding them to the set of existing features in the webspam-uk2006 collection. Surpris-

ingly, adding these new features did not yield significantly different results (see Table 2).

In case of the full data set, adding linguistic features degraded classification accuracy

slightly. We were able to get a small improvement in quality by pruning the data set from

instances with empty values of attributes (see Table 2), but the improvement is very little.

The first intuitive conclusion was that the new features are not good discriminators

or there is some strong correspondence between them and the “original” content-based

features included in webspam-uk2006 collection (e.g., compression ratio is in a way sim-

ilar to lexical diversity). We decided to take a closer look at the distribution of linguistic

features with regard to the input classes.

Distribution of linguistic features in the data set

To get a better understanding of our previous results and the relationship between spam

and linguistic features, we explored the distribution of those features in the corpus. Fig-

ure 1 depicts the distribution of lexical diversity, lexical validity, text-like fraction, emo-

tiveness, self-referencing, and passive voice respectively.

Each diagram in Figure 1 on the following page consists of a bar graph and a line

graph. The bar graph reflects the distribution of a given feature in the input corpus of Web

pages. The horizontal axis represents a set of feature value ranges (bins). For example,

in the first diagram on the left, the first range holds the pages, whose lexical diversity is

between 0.0 and 0.05. The values on the left vertical axis correspond to the fraction of

pages that fell into a particular range. The right vertical axis corresponds to the graph

line, and represents the fraction of pages in each range that were classified as spam.

As can be observed, not all of the features seem to be good discriminators in spam

detection. In particular, emotiveness and self referencing do not seem to be good indi-

cators of spam, i.e., the line graph appears to be quite noisy. Certain value ranges for

lexical diversity (0.65–0.80) and passive voice (0.25–0.35) might constitute a weak indi-

cation of non-spam. The spam-percentage line for lexical validity seems to have a clear
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Figure 1. Prevalence of spam relative to linguistic features. The bar graph in each diagram reflects the distri-

bution of a given feature in the input corpus of Web pages. The horizontal axis represents a set of feature value

ranges (bins). The values on the left vertical axis correspond to the fraction of pages that fell into a particular

range. The right vertical axis corresponds to the graph line, and represents the fraction of pages in each range

that were classified as spam.

downward trend in the rightmost part of the corresponding diagram. In case of text-like

fraction feature, values below 0.3 correlate with low spam probability.

Since many of the pages contained in the “summary” collection happen to be just

short messages indicating HTTP errors, we recalculated the distributions discarding all

pages with less than 100 tokens. Figure 2 depicts the recomputed distribution for text-

like fraction and lexical validity. Some improvement can be observed: left and right-

boundary values for lexical validity, as well as text-like fraction values lower than 0.25,

correlate with higher probability of non-spam, whereas text fraction of more than 95%

implies higher prevalance of spam (50%). However, the assessment of the usefulness of
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each feature (the line) should take into account the number of documents in particular

range (the bar).

For the sake of completeness, we also provide in figure 3 direct comparison of his-

tograms for the latter attributes in spam and non-spam pages in the reduced corpus.
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Figure 2. Prevalence of spam relative to lexical validity and text-like fraction of the page in the reduced input

corpus.
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Figure 3. Histograms of the lexical validity and text-like fraction in spam and non-spam pages in the reduced

input corpus.

The last experiment shows that a more-sophisticated way of computing some of

the linguistic features might be beneficial. In general, however, the linguistic features

explored in this article seem to have less discriminative power than the content-based

features described in previous work on the subject [34]. This may be a result of the fact

that spammers reuse some existing Web content (inject spam content inside legitimate

content crawled from the Web).

5.3. Looking for the optimum cost value of the cost classifier

Inspired by the results reported in [5], we wanted to shed some more light on the charac-

teristic of the cost ratio (R) between spam and normal classes, given to the cost-sensitive

classifier (see footnote 3 on page 9).
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Table 3. The number of hosts that received an identical number of votes for the “pure” and “purest” sets. The

denotations NN, NNN, NNNN mean that a host received a univocal “normal” label from (all) 2,3 or 4 human

assessors (respectively). Similarly, the SS denotation concerns the host that obtained “spam” label from both

the human assessors.

data set votes

NNNN NNN NN SS

pure 13 843 1850 323

purest 13 843 — 323

We trained and tested the cost-sensitive classifier (with underlying J48 algorithm)

for R values ranging between 1 and 200. For each value of R, a single training/ testing

round was executed until the resulting decision tree does not depend on the order of input

data or other parameters.

As it turned out, adjusting the cost of misclassifying a spam page as normal (R) does

not affect the f-measure as much as one could think (see Figure 4 on page 16). Increasing

R beyond 70 does not change the results significantly at all. True positive/ false positive

ratio curves are more insightful compared to f-measure — it seems sensible to strike the

balance between TP (true positive) and FP (false positive) ratios of spam and normal

classes and this happens for value of R somewhere around 20, just as previously reported

in [5].

5.4. Classification accuracy for classifiers trained on “clean” data

In this experiment we start from the assumption that the label assigned to training ex-

amples (spam/ normal) is not always correct. This was motivated by the analysis of the

training data — even though the labels were assigned by humans, there were frequent

cases of inconsistent labels between judges, most likely caused by pages or hosts that

mixed legitimate content with spam [18]. Instead of training the classifier on this “bor-

derline” data, we decided to extract just the strongest examples of spam and normal hosts

and use this subset for learning.

We processed the “judgement” files from the webspam-uk2006 collection, splitting

hosts into subsets that exhibited full agreement of judges. For each host we concatenated

all votes it received so, for example, a host marked with SS received two “spam” votes,

a NNN host received three “normal” votes and so on. We then created two sets — “pure”

and “purest”, consisting of hosts with the following labels:

• NNNN, NNN, NN, SS hosts (“pure” set),

• NNNN, NNN, SS hosts (“purest” set).

The number of the hosts in each group is given in Table 3.

Finally, we trained a cost-sensitive classifier on each of these filtered sets, for chang-

ing cost value R — this time between 1 and 40. The resulting decision trees were evalu-

ated against the original set of hosts (including those that received mixed votes) to keep

the results consistent and comparable with previous experiments.

Figure 5 illustrates the F-measure, area under curve (AUC), true positive (TP) and

false positive (FP) ratios for three training data sets — pure, purest and the original un-

filtered set. Before we compare the results note that, regardless of the data set, the “opti-
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mal” value of the cost R seems to be around the value of 20 — this is where TP/FP meet

and the F-measure/ AUC reach their peak values. As for pruning the training data, we can

observe a slight boost of quality (F-measure, AUC) for the “pure” set. However, further

pruning (“purest” input) does not yield any improvement, even degrades the performance

of the final decision tree (note high values in the sub-figure showing true positives).

Summing up, removing the noisy borderline elements from the training data con-

tributes slightly to the accuracy of the final classifier, although leaving out just the

strongest examples results in borderline cases to be classified as spam. Not depicted in

Figure 5, but of interest and relevance, is the size of the final decision tree, discussed in

the next section.

5.5. Analysis of the output decision trees

Figure 6 shows the size of the tree and the number of attributes used for 3 different inputs.

We may see that the cleaner the input data, the fewer attributes are needed to properly

distinguish between spam and non-spam. Taking into account the fact that there was little

difference in quality between the decision tree trained on all instances compared to the

“pruned” set, this may mean redundancy of some attributes in the original tree.

We performed the following analysis. For each data set (unfiltered, pure, purest)

and for each value of R between 1 and 40, we counted the attributes occurring in the

final decision tree (conditions on branches). We then calculated which attributes were

used most frequently to decide between a spam host and a regular host. Among the most

influential attributes14, regardless of the value of R, were:

• logarithm of the number of different supporters (different sites) at distance 4 from

the site’s home page,

• logarithm of the trust rank of a given host’s home page,

• length of host name,

• top 100 corpus recall, fraction of popular terms that appeared on the page

(STD_83),

• top 100 corpus precision, fraction of words in a page that appeared in the set of

popular terms (STD_79),

• compound features such as log_OP_trustrank_hp_div_indegree_hp_CP
(various coefficients such as trust rank, in degree etc., combined into a single

formula).

Actual conditions on these attributes were quite sensible; for example, if length of the

host name exceeds 20 characters or the page contains many popular terms (STD_83),

then it is most likely a spam host.

Note that these attributes were not only the most frequently used for choosing be-

tween spam and normal hosts, but were also stable with respect to the change of cost

parameter R (as visually depicted in Figure 7).

14See [5] for details concerning how these attributes were computed.
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Figure 4. F-measure and TP/FP rates for changing misclassification cost R (continuous lines for clarity).
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Figure 6. Size of the decision tree (number of leaf nodes and attributes used) depending on the training set.

Figure 7. Visualisation of attributes used inside decision trees. Each “column” in the horizontal axis represents

a single attribute, vertical axis reflects changing values of R — 1 on the bottom, 40 on the top. A grey square

at each intersection indicates the number of times the attribute was used, aggregating over the three training

sets; light grey: 1 time, grey: 2 times, black: 3 times. Note nearly solid black vertical lines — these attributes

were almost always used for prediction.

6. Summary and conclusions

Web spam is any form of manipulation of Web documents intended to mislead ranking

algorithms of search engines in order to artificially boost the ranking position without

improving the information quality for Web users. Fighting Web spam is being considered

as one of the most urgent problems in the Web information dissemination process since

it significantly deteriorates the quality of search results and thus affects the whole Web

community. In this article, we gave a short overview of the Web spam phenomenon and

state-of-the-art techniques for combating it. Further, we tried to answer and verify several

open questions by applying machine learning techniques.

First, we explored whether linguistic features, which go beyond classical content-

based features (used by others), have any discriminatory power for classifying spam. In

particular, we experimented with features like lexical validity, lexical diversity, emotive-

ness, text-like fraction, passive voice and self reference, which proved to be useful in the

process of detecting human deception in text-based communication [32]. Various exper-

iments on including these features for training a classifier did not show any significant

improvement in the accuracy, although some of the corresponding distribution graphs

revealed some discriminatory potential.

Our second endeavour focused on experimenting with training the classifier on

“cleaned” data, i.e., data pruned via removing the “borderline”, which were neither clas-
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sified as spam nor legitimate pages, and non-univocally labelled instances in the training

corpus. Removing such noisy data yielded significantly simpler decision trees without

deteriorating the classification accuracy. Presumably some attributes in the trees com-

puted from the original data were redundant. We also observed that there were some at-

tributes which were most influential disregarding the cost coefficient and training dataset

used. These included: logarithm of the trust rank of hosts home page, length of host

name, logarithm of the number of different supporters, top-100 corpus recall, top-100

corpus precision and some compound features like trustrank combined with indegree.

A continuation of the application of light-weight linguistic analysis in machine

learning approach to Web spam detection is envisaged. Most likely, the linguistic fea-

tures studied in our work duplicate information of the traditional content-based features.

In the next step, we intend to train the classifier solely using linguistic features in or-

der to verify the latter assumption. Further, we also intend to explore more sophisticated

features like for instance positive affect, syntactical diversity, etc.

The current and future results of our work related to the application of linguistic

features for web spam detection will be available at the following URL:

http://www.pjwstk.edu.pl/~msyd/lingSpamFeatures.html
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Emergent patterns in online coactivity

Dennis M. Wilkinson 1

HP Labs, Palo Alto, CA, USA

Abstract. The Internet has enabled people to coactively create, share, rate and

classify content on an unprecedented scale. Examples of coactive systems include

open source software development, wiki communities, social news aggregators,

and many others. This paper discusses regularities in online coactive systems of

thousands or millions of participants. First, user participation levels are shown to

follow a heavy-tail power-law distribution over their entire range, so that a small

number very active users make the vast majority of contributions. The power law

arises from a simple rule where the probability a person stops contributing varies

inversely with the number of contributions. The power law exponent is moreover

demonstrated to discriminate between systems according to the effort required to

contribute. Next, the level of activity per topic is shown to follow a heavy-tailed

distribution, this time lognormal, generated by a simple stochastic popularity re-

inforcement mechanism. The vast majority of activity thus occurs among a small

number of very popular topics. The trends are demonstrated to hold for four large

independent online communities with different scopes and purposes.

Keywords. online data, social systems, empirical studies

Introduction

The Internet provides a unique forum for interaction on a very large scale. The past

decade has seen the emergence of coactive online efforts in which a large amount of

content is created, shared, promoted, and classified by the interrelated actions of a large

number of users. Examples include open source software development, collections of

wikis (web pages users can edit with a browser), social bookmarking services, news

aggregators, and many others. Coactive systems now comprise a significant portion of the

most popular websites [11] and it is reasonable to assume that they will continue to grow

in number, scope, and relevance as Internet use becomes more and more widespread.

Large coactive systems are complex at a microscopic level because there is a high

degree of variability in people’s decisions to participate and in their reactions to others’

contributions. The number of possible interactions is also very large, increasing as the

square of the number of participants, and the barrier to interaction online is often lower

than in traditional social systems. Nevertheless, as we show, macroscopic regularities

can be distinguished given a large enough population and explained in terms of simple

individual-level mechanisms. Electronic activity records, being extensive, exhaustive,

and easy to analyze, are very valuable for this approach.
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Beyond providing interesting descriptions of people’s behavior, macroscopic regu-

larities in coactive systems are of significant practical relevance. For example, the basic

principle of Internet search is that high quality pages can be differentiated by having ac-

cumulated far more visibility and reputation, in the form of incoming links [3]. Another

example is the popular success of Wikipedia, which is at least partially due to the correla-

tion between greater user participation and higher article quality [19]. It is rather remark-

able that coactivity on such a large scale is able to produce successful results; in many

offline applications, result quality plateaus or decreases as the number of collaborators

increases past a certain level (e.g. [4,7]).

Two key challenges in the study of large social systems are to distinguish between

general and system-dependent trends, and to provide an explanation for how the trends

come about. Empirical regularities which go beyond one particular system or which arise

from simple dynamical rules reflect deeply on people’s behavior and may be reason-

ably extended to similar or future instances. A good example of this is the study social

networks, where comparisons of structural properties across a number of disparate net-

works (e.g. [12]), along with theoretical mechanisms for network formation (e.g. [17])

have combined to provide valuable insight. Other examples include the law of Web surf-

ing [10] and the growth dynamics of the World Wide Web [9].

This paper demonstrates strong macroscopic regularities in four online coactive sys-

tems. The systems we examine are Wikipedia, an online encyclopedia anyone with a

web browser can edit; Bugzilla, a system for reporting and collaborating to fix errors in

large software projects; Digg, a news aggregator where users vote to identify interest-

ing news stories; and Essembly, a forum where users create and vote on politically ori-

ented resolves. While all large, these systems range broadly in scope, size, and purpose,

from Wikipedia with its broad range of topics and many millions of contributors down

to Essembly which focuses on politics and has twelve thousand members.

I examine two fundamental trends: the distribution of levels of user participation,

ranging from dedicated, core contributors to casual or one-time participants; and the

distribution of activity per topic, ranging from highly popular and visible to very obscure

and rarely viewed. The regularities we observe in these distributions are consistent across

the four systems, and I show that both trends are attributable to simple, individual-level

rules or mechanisms. This suggests that the trends we observe are quite relevant to the

study of coactive participation and collaboration in social systems.

The organization of the paper is as follows. Section 1 describes the social systems

we analyze and our data sets. We examine the distribution of participation per user and

how it is determined by participation “momentum” and the effort required to contribute

in section 2. Section 3 discusses the distribution of activity per topic and the simple

generative model for it, and section 4 is the conclusion.

1. Systems and data

The results in this paper were observed in data from four online systems which vary

greatly in their scope and purpose. The data sets from these systems are in all cases

exhaustive, in the sense of including all users and topics within the specified time frame;

in three of the four cases, the time frame extends back to the system’s inception. A

summary is provided in table 1.
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Table 1. Data sets in this paper. “Topics” refers to articles in Wikipedia, bugs in Bugzilla, stories in Digg, and

resolves in Essembly. “Contributions” refers to non-robot edits in Wikipedia, comments in Bugzilla, “diggs”

or votes in Digg, and votes in Essembly.

System time span of our data users topics contributions
Wikipedia 6 years, 10 months 5.07 M 1.50 M 50.0 M

Bugzilla 9 years, 7 months 111 k 357 k 3.08 M

Digg 6 months 521 k 1.32 M 31.2 M

Essembly 1 year, 4 months 12.4 k 24.9 k 1.31 M

The disparate focus and scope of the systems analyzed in this paper is of importance

to the generality of our results. The difference in scope is demonstrated in the table. As

far as focus, Wikipedia is as broad as possible, Bugzilla is quite narrow and esoteric,

Digg is rather broad but centers on tech and sensational news, and Essembly is strongly

political in nature. It is thus reasonable to assume that the population of contributors to

each system represents a different cross section of Internet users.

Wikipedia 2 is the online encyclopedia which any user can edit. It consists of a large

number of articles (as of this writing, over 9 million [6]) in wiki format, that is,

web pages users can edit using a web browser. There is thus virtually no barrier to

contribution for any reader. All previous article versions are cached and users can

review these as well as exchange comments on the article’s dedicated talkpage.

When editing, people are encouraged to follow a code of principles and guidelines,

and in the worst cases of misuse, volunteer administrators may step in and ban a

particular editor for a short time. Users can locate Wikipedia articles using a search

function, and the articles are also hyperlinked together when related terms appear

in the text.

Our data set contains user ID, article ID and timestamp for all the edits made to the

English language Wikipedia between its inception in January 2001 and November

2, 2006. We processed the data to exclude disambiguation and redirect articles, as

well as the 5.2 million edits made by robots, as described in [19]. The numbers are

presented in table 1.

Essembly 3 is an open online community where members propose and vote on politi-

cally oriented resolves, post comments, and form friendships, alliances and anti-

alliances (“nemesis links”). The site’s welcome page states that its goal is to al-

low users to “connect with one another, engage in constructive discussion, and or-

ganize to take action,” although experience suggests that voting and commenting

on resolves is the dominant activity. All the resolves expect for ten “initial” re-

solves were created by site users. Voting is done on a four point scale ranging from

strongly agree to strongly disagree, and one’s votes are tallied anonymously and

also visible to neighbors in the friends, allies and nemesis networks. Within Es-

sembly, multiple mechanisms exist for users to learn about new resolves, including

lists of recent popular or controversial resolves and votes within users’ social and

preference networks, none which is particularly dominant [8].

Our data set contains randomized user ID, randomized resolve ID and timestamp

for all votes cast between Essembly’s inception in August 2005 and December

2www.wikipedia.org
3www.essembly.com
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12, 2006. We excluded votes on the ten “initial” resolves on which all users are

encouraged to vote upon signing up.

Bugzilla is an online service for reporting errors and collaborating to fix them in soft-

ware development efforts. Any large software project can have its own bugzilla;

our data comes from the Mozilla Bugzilla4. (Mozilla is an open-source suite of

Internet tools including a web browser, email client, and many others, and is a

large project involving many thousands of developers.) Within Bugzilla, each re-

ported bug has its own page where users can post detailed information, examples,

patches and fixes, and exchange comments. The comments typically discuss tech-

nical matters. A comment almost always accompanies a patch, fix or other resolu-

tion. Bugzilla is equipped with a search function to help users find bugs, and lists

of related or dependent bugs exist for some bugs.

Our data set contains randomized user ID and bug ID for the 3.08 million com-

ments posted under the first 357,351 reported Mozilla bugs, from April 1998

through November 22, 2006.5 This data set is arguably exhaustive in some absolute

sense among the population of Mozilla programmers.

Digg 6 is a social news aggregator where users nominate and “digg,” or vote for, online

news stories they find interesting. We will refer to “diggs” as votes. A Digg vote

can only be positive, and indicates that the users finds the story interesting. The

stories appear in form of a short summary and the URL link. Fifteen popular recent

stories appear on the front page, according to a secret algorithm, and beyond this

users must use a search function to find stories.

Our data set consists of randomized user IDs, story IDs and timestamps for all the

votes cast between Jan. 1 and July 1, 2007. We also present results from a previous

study [20] which used a different data set of all the 29,684 front-page stories from

2006.

2. User participation

In every social unit, there is a range in the amount of participation by different members,

from a dedicated core group to a periphery of occasional or one-time participants. The

distribution of user participation in online social systems is of practical relevance to how

these communities evolve. As we show, participation follows a heavy-tail power law

distribution in which a small number of very active users account for most of the activity.

A heavy tail trend was previously noted in chat room posts [18], but the distribution was

not formally studied or extended to other online communities.

In our observations, we measured participation in the following ways. For Wikipedia,

we counted the number of edits made by each non-robot user, meaning each time a

new version of an article was uploaded more than 10 seconds after the previous edit 7.

4https://bugzilla.mozilla.org/
5This figure excludes some 3500 bugs which we required special authorization to access, most likely because

of security concerns, and include 54 older bugs imported from Netscape bug lists.
6www.digg.com
7The 10 second cutoff was chosen to exclude edits by users who occasionally functioned as bots, editing

hundreds of times in a few seconds. Any actual human edits excluded by this cutoff were not likely to have

been significant contributions of content.
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Wikipedia users could and often did submit multiple edits to a single page in one ses-

sion. In Bugzilla, we counted the number of comments, including those accompanying

patches or other resolutions, posted by each user. Users often commented numerous

times on a single bug. In Digg and Essembly, we counted the number of votes (in Digg

known as “diggs”) each user made. Users were only allowed to vote once per resolve or

story. As previously mentioned, there is only one possible Digg vote (saying “yes, that

is interesting”), whereas Essembly users vote on a four-point scale.

In counting the number of contributions per user, we include only those users who

have become inactive. This provides a useful comparison across systems of different ages

and will allow us to draw conclusions about users’ probability of quitting the system

and the relation of this probability to the effort required to contribute and the number

of previous contributions. In practice, we restricted the analysis of this section to users

who were inactive for at least six months (Wikipedia and Bugzilla) or three months

(Digg and Essembly) prior to the date of data capture. The smaller interval for Digg and

Essembly was used because they have a shorter characteristic time between contribution

and because of the shorter time span of these data sets.
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Figure 1. Number of Wikipedia edits or Bugzilla comments per user
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(b) Binned data

Figure 2. Number of Digg or Essembly votes per user

The number of edits per Wikipedia contributor and comments per Bugzilla contrib-

utor are presented in the log-log plot of figure 1. The left panel shows the raw data, and
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the right panel shows binned data 8 producing a number density curve, which is equiv-

alent to a probability density function multiplied by the total number of users. Figure 2

is analogous for Digg and Essembly votes per user. A power law line is fit to the data in

each case, demonstrating their heavy-tail nature. A log-likelihood G-test [14] supports

the hypothesis that the power law is generative for k ≥ 10 contributions at p > 0.5 for all

systems except Digg (p > 0.1; k ≥ 15). The deviation at the high end is not statistically

significant because of the small number of counts in this range.

The power law’s excellent approximation of the true distributions over their entire

range warrants closer examination. A power law distribution means that the number of

people participating k times is given by

N(k) = Ck−α.

Alpha is the only parameter and corresponds to the slope of the line in a log-log plot; C
is simply a normalization constant. It is rare to see a power law fit a distribution even at

the low end of its range. In fact it is common practice to use the term even when only the

rightmost tail of the empirical distribution appears straight on a log-log plot, without any

statistical justification (for a discussion of this practice and many examples see [5]).

The power law distribution in user participation means that the more people partic-

ipate, the less likely they are to quit, as we now show. The probability that a user stops

after his kth contribution is equal to the number of users contributing exactly k times

divided by the number of users contributing k or more times:

P (stop after k) =
Ck−α

C
∑∞

b=0(k + b)−α
=

1∑∞
b=0(1 + b/k)−α

. (1)

Observe that in the large k limit,

1

k

∞∑
b=0

(
1 +

b

k

)−α

−→
∫ ∞

0

(1 + x)−αdx + O(1/k) =
1

α − 1
+ O(1/k)

where we have used the formal definition of Riemann integration with step size 1/k. In

fact, since the maximum slope of the function (1+x)−α on (0,∞) is −α, the error term

is bounded above by α/2k [1]. Returning to equation 1, we have that

P (stop after k) =
α − 1

k
+ O(1/k2) (2)

where the error term is bounded above by α(α− 1)2/2k2 and is thus very small for k as

small as 5 or 10.

Equation 2 indicates that people have a “momentum” associated with their partici-

pation, such that their likelihood of quitting after k of contributions decreases inversely

with k. This rule holds for any power law, independent of the value of the exponent.

As for the power law exponent α, we now turn to the question of its interpretation.

Larger values of α in equation 2 indicate that, at every opportunity, a contributor is more

likely to quit. When the effort required to to contribution is higher, we thus expect a larger

value of α. Participation in Wikipedia, as we measure it, requires the user to contribute

8We used equal-count binning, where the number of counts per bin in each data set was proportional to the

total number of counts for that set
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original content with at least some background effort. By contrast, voting in Digg and

Essembly can be done quickly with far less personal investment. This quick approach

was used by at least some Digg and Essembly users, as evidenced by the rapid accu-

mulation of votes in both systems immediately following the appearance of a resolve or

story [16]. We therefore expect to find a higher value of α for Wikipedia than for Digg

and Essembly. Bugzilla provides an intermediate case.
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Figure 3. Empirical probability density function for number of contributions per user for all four systems.

This expectation is confirmed by the data, as shown in Figure 3. In this figure, we

have produced an empirical probability density function for each system by dividing each

user’s counts by the total for that system and binning as before.

The similarity between Digg and Essembly in figure 3 is striking. Indeed, similarity

of the barrier to participation is one of of the few common properties of these systems.

This suggests that the barrier to participation is the dominant element in determining the

rate of participation dropoff.

3. Coactive reinforcement of topic popularity

This section examines how interest and participation levels vary across different topics.

This subject is of significant practical importance, as demonstrated by the examples of

Google search and Wikipedia quality we mentioned in the introduction. Just as for user

participation levels, the distribution has a heavy tail of very popular topics which attract

a disproportionately large percentage of participation and interest. In this case, however,

the exact form is lognormal, not power law.

In this section, contributions are counted as before, and “topics” refers to Wikipedia

articles, Essembly resolves, and Digg stories. As a measure of the level of interest of
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popularity of a topic, the procedure was to simply count the number of contributions to

it. For Wikipedia, this metric was shown to correlate strongly to page views [19,15]. The

Bugzilla data are not included in this section because the distribution of comments to

bugs, while very heavy tail, does not follow the mechanism or distributions described in

this section.

This process of how participation accumulates on a given topic is very complex at the

level of individual contributions, as discussed in the introduction. However, as we show,

we can account for individual idiosyncrasies and the varying effect of many interactions

with a simple white noise term, as follows.

Consider the number of new edits to a Wikipedia article, or votes to an Essembly

resolve or Digg story, made between time t and time t + dt, an interval of minutes

or hours. Because of the complicated nature of the system, this number will vary a lot

depending on the time period and topic. However, the overall average amount of new

activity will be directly related to the visibility or popularity of the topic. We account

for the effect of coaction in the system in the simplest possible way, by assuming that

contributions to a topic increases its popularity or visibility by some constant amount, on

average, with deviations away from the average absorbed into a noise term. The number

of contributions to a given topic will thus be proportional to the number of previous

contributions, and the dynamics of the system expressed simply as:

dnt = [a + ξt]ntdt. (3)

In this equation, nt is the number of contributions on the topic up until time t; dnt is the

amount of new activity between t and t + dt for some suitably small dt; a is the average

rate of activity, independent of the topic or time; and ξt is a mean-zero white noise term.

The noise term embodies the vagaries of human behavior, the varying effect that one

person’s contribution has on other people’s participation, and the varying effect each

contribution has on topic popularity. It might seem too good to be true that the noise term

be so simple; it is, but only in a trivial way. That is, we do observe a short autocorrelation

length in the noise, which has the cosmetic effect of affecting our measurement of the

time scale. However, the general conclusions, including the application of the central

limit theorem below in the solution of this stochastic differential equation, still hold [2].

For Wikipedia and Essembly, this equation is sufficient to describe the dynamics.

For Digg, it must be modified by introducing a discount factor to account for the decay

in novelty of news stories over time [20]. In Digg, the basic equation is thus

dnt = r(t)[a + ξt]ntdt.

where r(t) is a monotonically decreasing function of age. Even with the novelty factor,

the final distribution of votes per story can be shown to follow a lognormal distribution,

but the age dependence of is more complex. It is also important to mention that this

mechanism only functions in Digg for stories which are shown on the front page, because

the site interface so heavily favors these in terms of visibility.

According to equation 3, the amount of activity n(t) that a topic of age t has accrued

may take on a range of values, because of the presence of the noise. The solution to this

stochastic differential equation is the probability density function

P [n(t)] =
1

n
√

2π
√

s2t
exp

[
− (log n − at)2

2(s2t)

]
, (4)
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Figure 4. Distributions of the logarithm of the number of Wikipedia edits and Essembly votes for several

articles or resolves within several time slices. Since the number of participations is lognormally distributed, the

logarithm is normally distributed. The best fit normal curve is included for comparison.

where again s2 is the variance of the ξ(t) and a is the average rate of accumulation

of edits or votes [13]. This equation describes a lognormal distribution with parameters

μ = at and σ2 = s2t that depend linearly on the age t of the topic. Note that μ and σ2

represent the mean and variance, respectively, of the log of the data, and are thus related

to but not equal to the distribution mean and variance.

Our model thus predicts that among Wikipedia articles, Essembly resolves, or Digg

stories of the same age, the number of edits per article, or votes per resolve or story,

will follow a lognormal distribution. These predictions are confirmed by the data. A log-

likelihood ratio test on the Wikipedia data shows that 47.8 % of the time slices have a

p-value greater than 0.5, for a lognormal distribution with the empirical μ and σ2. A
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Figure 5. Evolution of the parameter μ, the mean of the logarithm of edit or vote counts, for Wikipedia articles

and Essembly resolves. For Wikipedia edits, the evolution of the variance σ2 is also included. The linear best

fit line is included for comparison.

similar test for Essembly, shows that 45.6 % of the time slices have a p-value greater

than 0.5. In Digg, statistical tests likewise confirmed the lognormal distribution [20]. The

lognormal form of the distribution of contributions per topic is demonstrated in figure 4

for several time slices from Wikipedia and Essembly.

The time dependence of the distribution parameters μ and σ2 with article or re-

solve age provides another confirmation of the accuracy of equation 4. The linear depen-

dence of μ, which is the mean of the logarithm of participation counts, with topic age in

Wikipedia and Essembly is demonstrated in figures 5. The dependence of the variance

σ2 is also included for Wikipedia. For Wikipedia, occasional large deviations from the

pattern are noted and explained in the figure. For Essembly, the number of data are not

large enough to demonstrate the trend as clearly; compare the sample variability with the

first 50 or so weeks of Wikipedia data (the numbers of data points in these time slices

are similar). In Digg, as previously mentioned, the time dependence was more complex

because of the decay of novelty, but observed values of the parameters μ and σ2 were

found to have the correct time dependence [20].
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4. Conclusion

This paper presented a set of observations from four different online social systems:

Wikipedia, Digg, Bugzilla and Essembly. These systems each have a different focus and

scope, ranging from 12,500 members of the political discussion community Essembly up

to more than 5 million contributors to the huge online encyclopedia Wikipedia. I analyzed

exhaustive data sets from these four systems to study the distribution of participation

levels per person and per topic.

I first showed that user participation levels in all four systems was well described by

a power law, in which a few very active users accounted for most of the contributions.

The power law form implies that there is a momentum associated with participation such

that the probability of quitting is inversely proportional to the number of previous contri-

butions. The power law exponent was shown to correspond to the effort required to con-

tribute, with higher exponents in systems where more effort is required. A striking sim-

ilarity was observed in the exponent between Wikipedia edits and Bugzilla comments,

and between Digg and Essembly votes. This suggests that the user participation distri-

bution is primarily dependent only on the participation momentum rule and the system’s

barrier to contribution.

I then presented theory and observations of a heavy-tailed lognormal distribution

in the number of contributions per topic. The mechanism explains the propensity of a

few very visible popular topics to dominate the total activity in coactive systems, and is

observed in Wikipedia, Digg and Essembly. It is rather remarkable that the many forms

of variation at the individual level of these systems can be accounted for with such a

simple stochastic model.

The observed regularities are of practical relevance to the understanding of large

coactive systems, describing how the participation is concentrated among a small num-

ber of disproportionately dedicated users and popular topics. Because they are governed

by simple mechanisms and are consistent across a variety of systems, the regularities

provides a useful tool for estimation and comparison of metrics such as the barrier to

participation or the rate at which topics accumulate popularity.

This paper also illustrates the importance of large data sets in the study of coactive

phenomena. For example, the nearly 25,000 resolves and 12,500 users of Essembly were

barely enough to detect the time-dependence in the distribution of topic popularities.

Access to electronic records of online activity is thus essential to progress in this area,

and it can only be assured if privacy continues to be respected completely as the scientific

community has done to date.
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Abstract. Information cascades are phenomena in which individuals adopt a new
action or idea due to influence by others. As such a process spreads through an
underlying social network, it can result in widespread adoption overall. Here we
consider information cascades in the context of recommendations and informa-
tion propagation on the blogosphere. In particular, we study the patterns of cascad-
ing recommendations that arise in large social networks. We review recent studies
of cascading behavior in product recommendation networks, and information dif-
fusion on the blogosphere. Next, we examine theoretical models of information,
virus and influence propagation. Last, we present developments on selecting and
targeting nodes in networks to maximize the influence or detect cascades and dis-
ease/information outbreaks effectively.

Introduction

Diffusion is a process by which information, viruses, ideas and new behavior spread over
the network. For example, adoption of a new technology begins on a small scale with
a few “early adopters”, then more and more people adopt it as they observe friends and
neighbors using it. Eventually the adoption of the technology may spread through the
social network as an epidemic “infecting” most of the network. As it spreads over the
network it creates a cascade. Cascades have been studied for many years by sociologists
concerned with the diffusion of innovation [33]; more recently, researchers have investi-
gated cascades for selecting trendsetters for viral marketing, finding inoculation targets
in epidemiology, and explaining trends in blogosphere.

There are three aspects of studies on diffusion and cascading behavior in networks:
(a) mathematical models of information, virus and influence propagation, (b) empirical
studies of diffusion in social and information networks, and (c) algorithms for detecting
cascades and selecting influential nodes.

(a) Mathematical models

Most of the research on the flow of information and influence through the networks has
been done in the context of epidemiology and the spread of diseases over the network [4].
Classical disease propagation models are based on the stages of a disease in a host.
The disease is usually defined by two parameters: the infection probability defines how
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viral (easily spreading) is the disease, and the recover probability defines how likely
is a node to get cured from the disease. Given a network a typically studied question
is the epidemic threshold where we would like to know conditions (disease properties)
under which the disease will either die out and how fast will it die out, or whether it will
dominate the network, i.e., create an epidemic.

Related are the diffusion models that try to model the process of adoption of an idea
or a product. They can generally be divided into two groups:

1. Threshold model: [12] A node adopts the behavior (e.g., purchases a product) if a
sum of the connection weights of its neighbors that already adopted the behavior
is greater than the threshold.

2. Independent cascade model [16] where whenever a neighbor v of node u adopts,
then node u also adopts with probability pu,v , i.e., every time a neighbor of u
purchases a product, there is a chance that u will decide to purchase as well.

(b) Empirical studies of cascading behavior

While the above models address the question of how processes spread in a network, they
are based on assumed rather than measured influence effects.

Most work on measuring cascading behavior has been done in the blog domain. Blog
posts refer to each other using hyper-links. Since posts are time-stamped, we can trace
their linking patterns all the way to the source, and so identify the flow of information
from the source post to the followers and followers of the followers [24]. Similarly,
viral marketing can be thought of as a diffusion of information about the product and its
adoption over the network [22]. Here the cascades are formed by people recommending
products to each other and so the product recommendations (and purchases) spread over
the network.

In our work [22,24] we observed rich cascading behavior on the blogosphere and in
the viral marketing and investigated several interesting questions: What kinds of cascades
arise frequently in real life? Are they like trees, stars, or something else? And how do
they reflect properties of their underlying network environment? Do certain nodes have
specific propagation patterns?

(c) Detecting cascades and finding influential nodes

Exploiting cascades could lead to important insights. For example, in viral marketing
where a company wants to use word-of-mouth effects to market a product, exploiting the
fact that early adopters may convince their friends to buy the product is crucial. So, the
company wants to identify the most important nodes to target to spread the information
about the product over the network [16]? A similar problem is of detecting outbreaks in
networks [23], where we are given a network and a dynamic process spreading over it,
and we want to select a set of nodes to detect the process as effectively as possible. For
example, consider a city water distribution network, delivering water to households via
pipes and junctions. Contaminants may spread over the network, and so we want to select
a few locations (pipe junctions) to install sensors to effectively detect the contaminations.

One can formulate above tasks as optimization over sets of nodes, which turns out to
be hard computational problem. However, it turns out that influence functions exhibit a
diminishing returns property called submodularity. Exploiting submodularity we design
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near-optimal algorithms [23,16] for finding influential nodes and effectively detecting
outbreaks in networks.

The remainder of the chapter is organized as follows. First, we briefly review typical
models and natural settings where cascades occur and are measurable in real life. Next,
we present empirical observations and measurements of cascading behavior on the blo-
gosphere and in the viral marketing domain where people make product recommenda-
tions, which then influence purchases. Last, we examine the problem of selecting most
influential set of nodes.

1. Cascades in networks

Information cascades are phenomena in which an action or idea becomes widely adopted
due to influence by others [5]. Cascades are also known as “fads” or “resonance.” Cas-
cades have been studied for many years by sociologists concerned with the diffusion of
innovation [33]; more recently, researchers in several fields have investigated cascades
for the purpose of selecting trendsetters for viral marketing [9], finding inoculation tar-
gets in epidemiology [28], and explaining trends in blogosphere [19]. Despite much em-
pirical work in the social sciences on datasets of moderate size, the difficulty in obtaining
data has limited the extent of analysis on very large-scale, complete datasets representing
cascades. Later, we look at the patterns of influence in a large-scale, real recommendation
network and examine the topological structure of cascades.

Most of the previous research on the flow of information and influence through the
networks has been done in the context of epidemiology and the spread of diseases over
the network [4,3]. Classical disease propagation models are based on the stages of a dis-
ease in a host: a person is first susceptible to a disease, then if she is exposed to an infec-
tious contact she can become infected and thus infectious. After the disease ceases the
person is recovered or removed. Person is then immune for some period. The immunity
can also wear off and the person becomes again susceptible. Thus SIR (susceptible –
infected – recovered) models diseases where a recovered person never again becomes
susceptible, while SIRS (SIS, susceptible – infected – (recovered) – susceptible) models
population in which recovered host can become susceptible again.

Typically studied problems is that we are given a network, a set of infected nodes
and the disease (virus) parameters β and δ, where β is the virus birth rate (probability
that infected node with transmit a disease to a neighbor) and the δ is the virus death
rate (probability that infected node recovers). Then the typically studied question is the
epidemic threshold τ , i.e., conditions (values of β and δ) under which the disease will
either dominate or die out from the network. Interestingly, the largest eigenvalue of a
graph adjacency matrix plays a fundamental role in deciding whether the disease will
take over the network [7]. One can prove that there will be no epidemic if β/δ < τ =
1/λ1,A, where λ1,A is the largest eigenvalue of adjacency matrix A of the network [35].

A parallel line of work focuses on diffusion models that try to model the process of
adoption of an idea or a product can generally be divided into two groups:

• Threshold model [12] where each node in the network has a threshold t ∈ [0, 1],
typically drawn from some probability distribution. We also assign connection
weights wu,v on the edges of the network. A node adopts the behavior if a sum

J. Leskovec / Diffusion and Cascading Behavior in Networks 171



of the connection weights of its neighbors that already adopted the behavior (pur-
chased a product in our case) is greater than the threshold: t ≤

∑
adopters(u) wu,v .

• Independent cascade model [11] where whenever a neighbor v of node u adopts,
then node u also adopts with probability pu,v. In other words, every time a neigh-
bor of u purchases a product, there is a chance that u will decide to purchase as
well.

While these models address the question of how influence spreads in a network, they
are based on assumed rather than measured influence effects. In contrast, the study pre-
sented here tracks the actual diffusion of recommendations through email, allowing us to
quantify the importance of factors such as the presence of highly connected individuals,
or the effect of receiving recommendations from multiple contacts. Compared to previ-
ous empirical studies which tracked the adoption of a single innovation or product, our
data encompasses over half a million different products, allowing us to model a prod-
uct’s suitability for viral marketing in terms of both the properties of the network and the
product itself.

1.1. Information cascades in blogosphere

Most work on extracting cascades has been done in the blog domain [1,2,14]. The authors
in this domain noted that, while information propagates between blogs, examples of
genuine cascading behavior appeared relatively rarely. Studies of blogosphere then either
spend a lot of effort mining topics from posts [2,14] or consider only the properties of
blogosphere as a graph of unlabeled URLs [1].

There are several potential models to capture the structure of the blogosphere. Work
on information diffusion based on topics [14] showed that for some topics, their popu-
larity remains constant in time (“chatter”) while for other topics the popularity is more
volatile (“spikes”). [19] analyze community-level behavior as inferred from blog-rolls –
permanent links between “friend” blogs. In their extension [20] performed analysis of
several topological properties of link graphs in communities, finding that much behavior
was characterized by “stars”.

1.2. Cascades in viral marketing

Viral marketing can be thought of as a diffusion of information about the product and its
adoption over the network. Primarily in social sciences there is a long history of research
on the influence of social networks on innovation and product diffusion. However, such
studies have been typically limited to small networks and typically a single product or
service. For example, [6] interviewed the families of students being instructed by three
piano teachers, in order to find out the network of referrals. They found that strong ties,
those between family or friends, were more likely to be activated for information flow
and were also more influential than weak ties [13] between acquaintances.

In the context of the internet, word-of-mouth advertising is not restricted to pairwise
or small-group interactions between individuals. Rather, customers can share their ex-
periences and opinions regarding a product with everyone. Quantitative marketing tech-
niques have been proposed [26] to describe product information flow online, and the rat-
ing of products and merchants has been shown to effect the likelihood of an item be-
ing bought [31,8]. More sophisticated online recommendation systems allow users to
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(a) Cascades as layers (b) Cascades as graphs

Figure 1. Two views on the formation of information cascades on the blogosphere. (a) Each layer presents a
separate information cascade and posts at same vertical position belong to the same blog. (b) Blogs have posts,
and there are time stamped links between the posts. We denote blogs with squares and each blog has multiple
posts (denoted with circles). The links point to the sources of information and the cascades grow (information
spreads) in the reverse direction of the edges.

rate others’ reviews, or directly rate other reviewers to implicitly form a trusted reviewer
network that may have very little overlap with a person’s actual social circle. [32] used
Epinions’ trusted reviewer network to construct an algorithm to maximize viral market-
ing efficiency assuming that individuals’ probability of purchasing a product depends on
the opinions on the trusted peers in their network. [16] have followed up on the challenge
of maximizing viral information spread by evaluating several algorithms given various
models of adoption we discuss next.

2. Empirical observations of cascading behavior

We formally define a cascade as a graph where the nodes are agents and a directed edge
(i, j, t) indicates that a node i influenced a node j at time t.

Consider three examples of cascade formation and propagation in networks:

• First, we present results on cascades in a large viral marketing network, where
people recommend products to each other and we study the spread and success of
recommendations over the network.

• Second, we consider the tracking of a large population of blogs over a long period
of time and observe the propagation of information between the blogs.

• Third, we present the propagation of infectious water in large real water distribu-
tion networks, and ask the question of where to place a limited number of sensors
so the disease outbreaks will be detected early.

Blogs (weblogs) are web sites that are updated on a regular basis. Often times in-
dividuals use them for online diaries and social networking; other times news sites have
blogs for timely stories. Blogs are composed of time-stamped posts, and posts typically
link each other, as well as other resources on the Web.

For example, figure 1 shows two alternative views of information cascades that may
occur on the blogosphere. In figure 1(a) each circle represents a blog post, and all circles
at the same vertical position belong to the same blog. Often blog posts refer to each other
using hyper-links. Given that the posts are time-stamped and usually not updated, we
can trace their linking patterns all the way to the source. It is easy to identify the flow
if information from the source post to the followers and followers of the followers. So,
each layer represents a different information cascade (information propagation graph).
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938

(a) Medical study guide recommendations (b) Manga recommendations

Figure 2. Examples of two product recommendation networks. (a) First aid study guide. Notice many small
disconnected cascades. Right: Japanese graphic novel (manga). Notice a large, tight community.

Figure 1(b) gives an alternative view. Here posts (represented as circles) inside a rectan-
gle belong to the same blog. Similarly, the information cascades correspond to connected
components of the posts in the graph, e.g. posts p12, p41, p42 and p65 all form a cascade,
where p12 is the cascade initiator.

Observing such behavior on the blogosphere or in the viral marketing poses several
interesting questions: What kinds of cascades arise frequently in real life? Are they like
trees, stars, or something else? And how do they reflect properties of their underlying
network environment? How fast does the information spread? Do certain nodes have
specific propagation patterns? What are the most important nodes to target if we want to
spread the information over the network?

In addition to observing rich cascades and propagation [25] one can make a step
further and analyze the effectiveness and dynamics of product recommendations in caus-
ing purchases [21,22]. To our knowledge this was the first study to directly observe the
effectiveness of person to person word of mouth advertising for hundreds of thousands
of products. Similarly, for blogs [24] is the first to perform a large study of cascading
behavior in large blog networks.

2.1. Cascades in viral marketing

A recent study [21] examined a recommendation network consisting of 4 million people
who made 16 million recommendations on half a million products from a large on-line
retailer. Each time a person purchases a book, music, DVD, or video tape she is given
the option to send an email recommending the item to her friends. The first recipient to
purchase the item receives a discount and the sender of the recommendation receives a
referral credit.

Figure 2 shows two typical product recommendation networks. Most product recom-
mendation networks consist of a large number of small disconnected components where
we do not observe cascades. Then there is usually a small number of relatively small
components where we observe recommendations propagating. Also notice bursts of rec-
ommendations and collisions (figure 2(b)). Some individuals send recommendations to
many friends which results in star-like patterns in the graph.
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Figure 3. Typical classes of cascades. G1, G2: nodes recommending to the same set of people, but not each
other. G3, G4: nodes recommending to same community. G5, G6: a flat cascade. G7: a large propagation of
recommendations.
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Figure 4. Probability of purchasing a product given the number of received recommendations. Notice the
decrease in purchasing probability for books and saturation for DVDs.

2.1.1. Cascading patterns

Consider the problem of finding patterns of recommendations in a large social network.
One can ask the following questions: How does the influence propagate? What does it
look like?

In order to analyze the data, new methods and algorithms had to be developed.
First, to identify cascades, i.e. graphs where incoming recommendations influenced pur-
chases and further recommendations. Next, to enumerate and count the cascade sub-
graphs. Graph isomorphism and enumeration are both computationally very expensive,
so new algorithms for approximate graph isomorphism resolution were developed [25].
In a multi-level approach the computational complexity (and accuracy) of the graph iso-
morphism resolution depends on the size of the graph. This property makes the algorithm
scale nicely to large datasets.

It has been found [24] that the distribution of sizes and depths of cascades follows
a power law. Generally, cascades tend to be shallow, but occasional large bursts can
occur. Cascades are mainly tree-like, but variability in connectivity and branching across
different products groups was also observed. Figure 3 shows some typical examples of
how the influence propagates over the recommendation network.

In addition to observing rich cascades and propagation one can make a step fur-
ther and analyze the effectiveness and dynamics of product recommendations in causing
purchases.
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2.1.2. Implications for viral marketing

A study of Leskovec et al. [21] established how the recommendation network grows over
time and how effective it is from the viewpoint of the sender and receiver of the recom-
mendations. They examine what kind of product is more likely to be bought as a result of
recommendation, and describe the size of the cascade that results from recommendations
and purchases. While on average recommendations are not very effective at inducing
purchases and do not spread very far, there are product and pricing categories for which
viral marketing seems to be very effective.

Figure 4 presents an example of the findings. We plot the probability of purchasing
a product given the number of received recommendations. Surprisingly, as more book
recommendations are received their success decreases. Success of DVD recommenda-
tions saturates around 10 incoming recommendations. This means that after a person gets
10 recommendations they become immune to them – their probability of buying does
not increase anymore. Traditional innovation diffusion models assume that an increasing
number of infected contacts results in an increased likelihood of infection. Instead, it was
shown that the probability of purchasing a product increases with the number of recom-
mendations received, but then it quickly saturates. The result has important implications
for viral marketing because providing too much incentive for people to recommend to
one another can weaken the very social network links that the marketer is intending to
exploit.

What determines the product’s viral marketing success? A study [22] presents a
model which characterizes product categories for which recommendations are more
likely to be accepted, and find that the numbers of nodes and receivers have negative
coefficients, showing that successfully recommended products are actually more likely
to be not so widely popular. It shows that more expensive and more recommended prod-
ucts have a higher success rate. These recommendations should occur between a small
number of senders and receivers, which suggests a very dense recommendation network
where lots of recommendations are exchanged between a small community of people.
These insights could be of use to marketers — personal recommendations are most effec-
tive in small, densely connected communities enjoying expensive products. Refer to [22]
for more details.

2.2. Cascades on the blogosphere

Similarly to the viral marketing setting we also analyze cascades on the blogosphere. We
address a set of related questions: What kinds of cascades arise frequently in real life?
Are they like trees, stars, or something else? And how do they reflect properties of their
underlying network environment?

2.2.1. Shape of information cascades

We extracted dataset presented here from a larger set of blogs and posts from August and
September 2005 [10]. We were interested in blogs and posts that actively participate in
discussions, so we biased our dataset towards the more active part of the blogosphere.
We focused on the most-cited blogs and traced forward and backward conversation trees
containing these blogs. This process produced a dataset of 2.5 million posts from 45, 000
blogs gathered over the three-month period. To analyze the data, we first create graphs of
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G14 G15 G16 G18 G29 G34 G83 G100 G107 G117 G124

Figure 6. Common blog cascade shapes, ordered by the frequency of appearance.

time-obeying propagation of links. Then, we enumerate and count all possible cascade
subgraphs.

We find novel patterns, and the analysis of the results gives us insight into the cas-
cade formation process. Most surprisingly, the popularity of posts drops with a power
law, instead of exponentially, that one may have expected. We collect all in-links to a
post and plot the number of links occurring after each day following the post. This cre-
ates a curve that indicates the rise and fall of popularity. Figure 5(a) shows number of
in-links for each day following a post for all posts in the dataset The exponent of the
power law is −1.5, which is exactly the value predicted by the model where the bursty
nature of human behavior is a consequence of a decision based queuing process [29,34] –
when individuals execute tasks based on some perceived priority, the timing of the tasks
is heavy tailed, with most tasks being rapidly executed, whereas a few experience very
long waiting times.

We also find that probability of observing a cascade on n nodes follows a Zipf dis-
tribution: p(n) ∝ n−2. Figure 5(b) plots the in-degree distribution of nodes at level L of
the cascade. A node is at level L if it is L hops away from the root (cascade initiator)
node. Notice that the in-degree exponent is stable and does not change much given the
level in the cascade. This means that posts still attract attention (get linked) even if they
are somewhat late in the cascade and appear towards the bottom of it.
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We also found rich cascade patterns. Generally cascades are shallow but occasional
large bursts also occur. The cascade sub-patterns shown on figure 6 reveal mostly small
tree-like subgraphs; however we observe differences in connectivity, density, and the
shape of cascades. Indeed, the frequency of different cascade subgraphs is not a simple
consequence of differences in size or density; rather, we find instances where denser
subgraphs are more frequent than sparser ones, in a manner suggestive of properties in
the underlying social network and propagation process.

For example, we found that BoingBoing, which is a very popular blog about “amus-
ing things”, is engaged in many cascades. Actually, 85% of all BoingBoing posts were
cascade initiators. The cascades generally did not spread very far but were wide (e.g.,
G10 and G14 in Figure 6). On the other hand 53% of the posts from an influential politi-
cal blog MichelleMalkin were cascade initiators, but the cascades here were deeper and
generally larger (e.g., G117 in Figure 6) than those of BoingBoing.

3. Simple model of information cascades

Next we present a conceptual model for generating information cascades that produces
cascade graphs matching several properties of real cascades. The model builds on inde-
pendent cascade model [16]. The model is intuitive and requires only a single parameter
that corresponds to how interesting (easy spreading) the conversations in general on the
blogosphere are.

Intuitively, cascades are generated by the following principle. A post is posted at
some blog, other bloggers read the post, some create new posts, and link the source
post. This process continues and creates a cascade. One can think of cascades as graphs
created by the spread of a virus over the Blog Network. This means that the initial post
corresponds to infecting a blog. As the cascade unveils, the virus (information) spreads
over the network and leaves a trail. To model this process we use a single parameter β
that measures the infectiousness of the posts on the blogosphere. The idea is that a blog
B writes a new post and then with probability β neighbors in the social network of blog
B get infected as they write a post and link the B’s post. The model is very similar to the
SIS (susceptible – infected – susceptible) model from the epidemiology [15].

Figure 7 compares the cascades generated by the model with the ones found in
the real blog network. Notice a very good agreement between the reality and simulated
cascades in all plots. The distribution over cascade sizes is matched best. Chains and
stars are slightly under-represented, especially in the tail of the distribution where the
variance is high. The in-degree distribution is also matched nicely, with an exception for
a spike that can be attributed to a set of outlier blogs all with in-degree 52.

4. Node selection for early cascade detection

Next, we explore the general problem of detecting outbreaks in networks, where we are
given a network and a dynamic process spreading over this network, and we want to
select a set of nodes to detect the process as effectively as possible.

Many real-world problems can be modeled under this setting. Consider a city water
distribution network, delivering water to households via pipes and junctions. Acciden-
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Figure 7. Comparison of the true data and the model. We plotted the distribution of the true cascades with
circles and the estimate of the model with dashed line. Notice remarkable agreement between the data and the
prediction of the simple model.

tal or malicious intrusions can cause contaminants to spread over the network, and we
want to select a few locations (pipe junctions) to install sensors, in order to detect these
contaminations as quickly as possible.

As we already saw in the domain of weblogs (blogs), bloggers publish posts and
use hyper-links to refer to other bloggers’ posts and content on the web. Each post is
time stamped, so we can observe the spread of information on the “blogosphere”. In this
setting, we want to select a set of blogs to read (or retrieve) which are most up to date,
i.e., catch (link to) most of the stories that propagate over the blogosphere. Figure 1(a)
illustrates this setting. Each layer plots the propagation graph of the information. Circles
correspond to blog posts, and all posts at the same vertical column belong to the same
blog. Edges indicate the temporal flow of information: the cascade starts at some post
(e.g., top-left circle of the top layer of Figure 1(a)) and then the information propagates
recursively by other posts linking to it. Our goal is to select a small set of blogs (two in
case of Figure 1(a)) which “catch” as many cascades (stories) as possible. (In real-life
multiple cascades can be on the same or similar story, but we still aim to detect as many
as possible.) A naive, intuitive solution would be to select the big, well-known blogs.
However, these usually have a large number of posts, and are time-consuming to read.
We show, that, perhaps counterintuitively, a more cost-effective solution can be obtained,
by reading smaller, but higher quality, blogs, which our algorithm can find.
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4.1. Problem definition

More formally, we want to select a subset A of nodes (sensor locations, blogs) in a graph
G = (V , E), which detect outbreaks (spreading of a information) quickly.

Figure 1(b) presents an example of such a graph for blog network. Each of the six
blogs consists of a set of posts. Connections between posts represent hyper-links, and
labels show the time difference between the source and destination post, e.g., post p41

linked p12 one day after p12 was published).
These outbreaks (e.g., information cascades) initiate from a single node of the net-

work (e.g., p11, p12 and p31), and spread over the graph, such that the traversal of every
edge (s, t) ∈ E takes a certain amount of time (indicated by the edge labels). As soon as
the event reaches a selected node, an alarm is triggered, e.g., selecting blog B6, would
detect the cascades originating from post p11, p12 and p31, after 6, 6 and 2 timesteps after
the start of the respective cascades.

Depending on which nodes we select, we achieve a certain placement score. Fig-
ure 1(b) illustrates several criteria one may want to optimize. If we only want to detect as
many stories as possible, then reading just blog B6 is best. However, reading B1 would
only miss one cascade (p31), but would detect the other cascades immediately. In gen-
eral, this placement score (representing, e.g., the fraction of detected cascades, or the
population saved by placing a water quality sensor) is a set function R, mapping every
placement A to a real number R(A) (our reward), which we intend to maximize.

Since blogs are expensive, we also associate a cost c(A) with every placement A,
and require, that this cost does not exceed a specified budget B which we can spend. For
example, the cost of selecting a blog could be the number of posts in it (i.e., B1 has cost
2, while B6 has cost 6). In the water distribution setting, accessing certain locations in the
network might be more difficult (expensive) than other locations. Also, we could have
several types of sensors to choose from, which vary in their quality (detection accuracy)
and cost. We associate a nonnegative cost c(s) with every blog s, and define the cost of
placement A: c(A) =

∑
s∈A

c(s).
Using this notion of reward and cost, our goal is to solve the optimization problem

max
A⊆V

R(A) subject to c(A) ≤ B, (1)

where B is a budget we can spend for selecting the nodes, and R(A) =
∑

i Ri(A),
where Ri(A) is the reward we get for detecting cascade i by monitoring blogs in set A.

4.2. Node selection criteria

There are several possible criteria one may want to optimize in outbreak detection. For
example, one criterion seeks to minimize detection time (i.e., to know about a cascade as
soon as possible, or avoid spreading of contaminated water). Similarly, another criterion
seeks to minimize the population affected by an undetected outbreak (i.e., the number of
blogs referring to the story we just missed, or the population consuming the contamina-
tion we cannot detect).

The detection time T (i, s) in the blog setting is the time difference in days, until
blog s participates in the cascade i, which we extract from the data. In the water network,
T (i, s) is the time it takes for contaminated water to reach node s in scenario i (depending
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on outbreak location and time). Given a set of monitored nodes (blogs, sensors) A let ti
denote the detection time, i.e., the time when cascade i first hit one of the blogs in A,
ti = mins∈A T (i, s).

Now we can define the following objective functions:

1. Detection likelihood (DL): fraction of information cascades detected by the se-
lected nodes. Here, we do incur reward of 1 (Ri(A) = 1) if we detect outbreak i
in finite time (ti < ∞), otherwise we incur reward of 0.

2. Detection time (DT) measures the time passed from outbreak till detection by one
of the selected nodes: Ri(A) = ti − Ti, where Ti is the start time of cascade i.

3. Population affected (PA) by scenario (cascade, outbreak). The affected popula-
tion measures the number of blogs involved in a cascade after the detection. The
idea is that by reading blog s we would like to be the first to know, i.e., there will
be many blogs joining the cascade after s. Here, Ri(A) is the size of (number of
blogs joining) cascade i after time ti.

4.3. Exploiting submodularity

Optimizing the above objective functions is NP-hard [17], so for large, real-world prob-
lems, we cannot expect to find the optimal solution.

However, the functions defined above preserve problem structure. R(A) has several
important and intuitive properties: Firstly, R(∅) = 0, i.e., we do not get any reward if
we do not read any blogs. Secondly, R is nondecreasing, i.e., R(A) ≤ R(B) for all
A ⊆ B ⊆ V . Hence, adding blogs can only increase the incurred reward (we detect more
cascades). Thirdly, and most importantly, it satisfies the following intuitive diminishing
returns property: If we add a blog to a small set A, we improve our score at least as
much, as if we add it to a larger set B ⊇ A. More formally, we can prove that for all sets
A ⊆ B ⊆ V and blogs s ∈ V \ B, it holds that

R(A ∪ {s}) − R(A) ≥ R(B ∪ {s})− R(B).

A set function R with this property is called submodular. We give the proof of the
above fact in [23].

So, the outbreak detection objective functions are submodular [27], i.e., they exhibit
a diminishing returns property: Reading a blog (or placing a sensor) when we have only
read a few blogs provides more new information, than reading it after we have read
many blogs (placed many sensors). We find ways to exploit this submodularity property
to efficiently obtain solutions which are provably close to the optimal solution. These
guarantees are important in practice, since selecting nodes is expensive (reading blogs is
time-consuming, sensors have high cost), and we desire solutions which are not too far
from the optimal solution.

Now, we show how to exploit the submodularity of the objective (e.g., detection
time) to develop an efficient approximation algorithm, CELF, which achieves near-
optimal placements (guaranteeing at least a constant fraction of the optimal solution).

First, consider two possible strategies to solve the problem. First, consider a simple
greedily algorithm where sensors are sequentially added to the solution set A′. At each
step k sensor sk is added to the solution set A′ that maximizes the marginal reward,
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sk = argmax
s∈V\A′

k−1

R(A′
k−1 ∪ {s}) − R(A′

k−1).

The algorithm stops when the budget B is exhausted. However this algorithm does not
work well as one can show that the solution A

′ can be arbitrarily bad (far away from
optimal) [23].

Now, consider the modification of the greedy algorithm that produces a different
solution set A′′. The idea here is to optimize the benefit/cost ratio, i.e., we prefer sensors
that give us the most reward for their cost. So, at k-th step of the algorithm we choose
node sk that:

sk = argmax
s∈V\A′′

k−1

R(A′′
k−1 ∪ {s}) − R(A′′

k−1)

c(s)
,

i.e., the greedy algorithm picks the element maximizing the benefit/cost ratio. The algo-
rithm stops once no element can be added to the current set A′′ without exceeding the
budget B. Similarly as before one can show that such benefit/cost optimization can give
arbitrarily bad solutions [23].

However, the good news is that if one uses the best of both solutions, then we can
prove

max{R(A′), R(A′′)} ≥
1

2
(1 − 1/e) max

A,c(A)≤B
R(A).

where A denotes the optimal solution to the problem that is NP-hard to compute in
practice, and e is the base of a natural logarithm (e = 2.71). For further details on the
formulation and the approximation guarantee see [23].

Now, we can define the CELF algorithm to be exactly the solution from the above
theorem. We run two independent greedy algorithms and then pick the best of two
solutions. First we compute a solution A

′ by running simple greedy algorithm that
selects sensors based on marginal rewards as defined above. Then we also indepen-
dently run a second greedy algorithm that this time optimizes the benefit/cost ratio
which gives us solution set A′′. And the solution returned CELF by is by definition
max{R(A′), R(A′′)}. In practice this means that solution found by CELF will be at
most factor 3 ( 1

2 (1− 1
e
) ≈ 3) away from the unknown hard to compute optimal solution.

Moreover, we also derive novel data dependent bound that gives us even better informa-
tion on how far away from unknown optimal is the solution returned by CELF. See [23]
for the details on the online data dependent bound.

4.4. Evaluation on water distribution and blog networks

Next, we show the evaluation of the methodology on the applications introduced above –
water quality and blogosphere monitoring. These are large real-world problems, involv-
ing a model of a water distribution network from the EPA with millions of contamination
scenarios, and real blog data with millions of posts.

First, we evaluate the performance of CELF, and estimate how far from optimal the
solution could be. Obtaining the optimal solution would require enumeration of 245,000

subsets. Since this is impractical, we compare the algorithm to the bounds we develed.
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Figure 8. Both plots show the solution quality vs. the number of selected sensors (blogs). (a) Performance of
CELF algorithm and off-line and on-line bounds. Notice on-line bound is much tighter. (b) Compares different
objective functions: detection likelihood (DL), detection time (DT) and population affected (PA).

(a) Population Affected (b) Detection Likelihood

Figure 9. Water network sensor placements: (a) when optimizing Population Affected, sensors are concen-
trated in high population areas. (b) when optimizing Detection Likelihood, sensors are uniformly spread out.

Figure 8(a) shows scores for increasing budgets when optimized the Population affected
criterion. As we select more blogs to read, the proportion of cascades we catch increases
(bottom line). We also plot the two bounds. Notice the off-line bound (top line) is very
loose. On the other hand, the on-line bound is much tighter than the traditional off-line
bound.

In contrast to the off-line bound, our on-line bound is algorithm independent, and
thus can be computed regardless of the algorithm used to obtain the solution. Since it is
tighter, it gives a much better worst case estimate of the solution quality. For this partic-
ular experiment, we see that CELF works very well: after selecting 100 blogs, we are
at most 13.8% away from the optimal solution. Similarly, figure 8(b) shows the perfor-
mance using various objective functions. By using the on-line bound we also calculated
that our results for all objective functions are at most 5% to 15% from optimal. See [23]
for more details.

In August 2006, the Battle of Water Sensor Networks (BWSN) [30] was organized
as an international challenge to find the best sensor placements for a real metropolitan
area water distribution network. In Figure 9 we show two 20 sensor placements obtained
by our algorithm after optimizing Detection Likelihood and Population Affected, respec-
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tively. When optimizing the population affected, the placed sensors are concentrated in
the dense high-population areas, since the goal is to detect outbreaks which affect the
population the most. When optimizing the detection likelihood, the sensors are uniformly
spread out over the network. Intuitively this makes sense, since according to BWSN chal-
lenge, outbreaks happen with same probability at every node. So, for Detection Likeli-
hood, the placed sensors should be as close to all nodes as possible. See [18] for more
details.
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Link Analysis in Networks of Entities 

Ronen Feldman
1

School of Business Administration, Hebrew University, ISRAEL 

Abstract. This chapter presents a link analysis approach for analyzing large 

networks of entities extracted from document collections. We assume that an 

initial NER and relationship extraction was performed and we are interested in 

analyzing the structure of the network of these entities. We start by presenting the 

basic definitions and then follow to focus on centrality analysis and computing 

equivalence classes on entities within the network. We use the network of the 9-11 

hijackers as a running example. 

Keywords. Text Mining, Link Analysis. 

Introduction 

When we get a large set of documents, we can perform entity extraction of the 

documents and find the relevant entities. Based on the outcome of the entity extraction 

stage we can establish links between entities either by using co-occurrence information 

(within some lexical unit such as document, paragraph, or sentence) or by using the 

semantic relationships between the entities as extracted by the information extraction 

module (such as family relations, employment relationship, mutual service in the army, 

etc). In this chapter we will describe the link analysis techniques that can be applied to 

results of the preprocessing stage (information extraction and term extraction). 

A social network is a set of entities (e.g. people, companies, organizations, universities, 

countries) and a set of relationships between them (e.g. family relationships, various 

types of communication, business transactions, social interactions, hierarchy 

relationships, and shared memberships of people in organizations). Visualizing a social 

network as a graph enables the viewer to see patterns that are not evident before. 

We start the chapter with a description of the running example of the 9/11 hijacker’s 

network. After presenting the concepts of centrality and the various ways how to 

compute it we move to finding equivalence classes between nodes in the network. 

1. Running Example: 9/11 Hijackers 

We have collected information about the 19 9/11 hijackers from the following sources: 

1. Names of the 19 hijackers, and the flights they boarded were taken from the 

FBI site http://www.fbi.gov/pressrel/pressrel01/091401hj.htm (see Table 1) 
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2. Prior connections between the hijackers are based on information that was 

collected from the Washington Post site. If there was a connection between 

n≥3 people, it was converted to C(n,2)  (n choose 2) symmetric binary 

relations between each pair of people.  

http://www.washingtonpost.com/wp-srv/nation/graphics/attack/investigation_24.html

The undirected graph of binary relations between the hijackers is shown in Figure 1. 

The graph was drawn using Pajek, dedicated freeware link analysis software [1]. Force 

based graph drawing algorithms are described in [2, 3]. Algorithms for drawing large 

graphs are described in [4-6]. 

Figure 1. Connections between the 9/11 hijackers 

The 19 hijackers boarded 4 flights, and in Table 1 we can see the names of the 

hijackers that boarded each flight. 

Table 1. The 19 Hijackers ordered by flights 

Flight 77 : Pentagon Flight 11 : WTC 1 Flight 175 : WTC 2 Flight 93: PA 

 Khalid Al-Midhar    Satam Al Suqami    Marwan Al-Shehhi   Saeed Alghamdi   

 Majed Moqed    Waleed M. Alshehri    Fayez Ahmed   

 Ahmed 

Alhaznawi   

 Nawaq Alhamzi    Wail Alshehri    Ahmed Alghamdi    Ahmed Alnami   

 Salem Alhamzi    Mohamed Atta    Hamza Alghamdi    Ziad Jarrahi   

 Hani Hanjour    Abdulaziz Alomari    Mohald Alshehri     
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We will use the flight information later when we discuss the various clustering schemes 

of the hijackers. 

2. Centrality 

The notion of centrality enables to identify the main and most powerful actors within a 

social network. Those actors should get special attention when monitoring the behavior 

of the network. 

Centrality is a structural attribute of vertices in a network, it has nothing to do with the 

features of the actual objects represented by the vertices of the network (i.e., if it is a 

network of people, their nationality, title or any physical feature). When dealing with 

directed networks we use the term prestige. There are two types of prestige; the one 

defined on outgoing arcs is called influence while the one defined on incoming arcs is 

called support. Since most of our networks are based co-occurrence of entities in the 

same lexical unit, we will focus our attention to undirected networks and use the term 

centrality. The different measures of centrality that we will present can be adapted 

easily for directed networks and measure influence or support. 

There are 5 major definitions used for centrality: Degree centrality, closeness 

centrality, betweeness centrality, eigenvector centrality and power centrality. We 

discuss these in the subsequent sections. 

2.1. Degree Centrality 

If the graph is undirected then the degree of a vertex v ∈ V is the number of other 

vertices that are directly connected to it.  

Definition: degree(v) = |{(v1, v2) ∈ E | v1 = v or v2 = v}| 

If the graph is directed then we can talk about in-degree or out-degree. An edge (v1,v2) 

∈ E in the directed graph is leading from vertex v1 to v2.  

In-degree(v) = |{(v1, v) ∈ E }| 

Out-degree(v) = |{(v, v2) ∈ E }| 

If the graph represents a social network then clearly people who have more connections 

to other people can be more influential and they can utilize more of the resources of the 

network as a whole. Such people are often mediators and deal makers in exchanges 

among others, and are able to benefit from this brokerage. 

When dealing with undirected connections, people differ from one another only in how 

many connections they have. In contrast, when the connections are directed, it is 

important to distinguish centrality based on in-degree from centrality based on out-

degree. If a person has a high in-degree we will say that this person is prominent, and 

has high prestige. Many people seek direct connections to him indicating his 

importance. People who have high out-degree are people who are able to interact with 

many others and possibly spread their ideas. Such people are said to be influential. In 
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Table 2, we can see the hijackers sorted in a decreasing order of their (undirected) 

degree measures. We can see that Mohamed Atta and Abdulaziz Alomari have the 

highest degree.  

Table 2. Degree Measure of the Top Hijackers 

Name Degree 

Mohamed Atta 11

Abdulaziz Alomari 11

Ziad Jarrahi 9

Fayez Ahmed 8

Waleed M. Alshehri 7

Wail Alshehri 7

Satam Al Suqami 7

Salem Alhamzi 7

Marwan Al-Shehhi 7

Majed Moqed 7

2.2. Closeness Centrality 

Degree centrality measures might be criticized because they only take into account the 

direct connections that an entity has, rather than indirect connections to all other 

entities. One entity might be directly connected to a large number of entities that might 

be pretty isolated from the network. Such an entity is central only in a local 

neighborhood of the network. 

In order to solve the shortcomings of the degree measure we can utilize the closeness 

centrality. This measure is based on the calculation of the geodesic distance between 

the entity and all other entities in the network. We can either use directed or undirected 

geodesic distances between the entities. In our current example, we have decided to 

look at undirected connections. The sum of these geodesic distances for each entity is 

the "farness" of the entity from all other entities. We can convert this into a measure of 

closeness centrality by taking its reciprocal. We can normalize the closeness measure 

by dividing it by the closeness measure of the most central entity.  

Formally, let d(v
1
,v

2
) = the minimal distance between v

1
 and v

2
, i.e., the minimal 

number of vertices that we need to pass on the way from v
1
to v

2
.

The closeness centrality of vertex v
i
 is defined as  

| | 1

( , )

i

i j

j i

V

C

d v v

≠

−

=

∑

,

this is the reciprocal of the average geodesic distance between v
i
 and any other vertex 

in the network.  
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Table 3. Closeness measures of the Top hijackers 

Name Closeness 

 Abdulaziz Alomari 0.6

 Ahmed Alghamdi 0.5454545

 Ziad Jarrahi 0.5294118

 Fayez Ahmed 0.5294118

 Mohamed Atta 0.5142857

 Majed Moqed 0.5142857

 Salem Alhamzi 0.5142857

 Hani Hanjour 0.5

 Marwan Al Shehhi 0.4615385

 Satam Al Suqami 0.4615385

2.3. Betweeness Centrality 

Betweeness centrality measures the effectiveness in which a vertex connects the 

various parts of the network. Entities that are on many geodesic paths between other 

pairs of entities are more powerful since they control the flow of information between 

the pairs. That is, the more other entities depend on a certain entity to make 

connections, the more power this entity has. If, however, two entities are connected by 

more than one geodesic path, and a given entity is not on all of them, it loses some 

power. If we add up, for each entity, the proportion of times this entity is “between” 

other entities for transmission of information we get the betweeness centrality of that 

entity. We can normalize this measure by dividing it by the maximum possible 

betweeness that an entity could have had (which is the number of possible pairs of 

entities for which the entity is on every geodesic between them =

(| | 1)(| | 2)

2

V V− −

).

Formally:

g
jk = 

the number of geodetic paths that connect v
j
 with v

k

g
jk
(v

i
)
 = 

the number of geodetic paths that connect v
j
 with v

k
and pass via v

i
.
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2
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jk i
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B
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B

NB
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<

=

=
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∑

2.4. Eigenvector Centrality 

The main idea behind eigenvector centrality is that entities receiving many 

communications from other well connected entities, will be better and more valuable 
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sources of information, and hence be considered central. The Eigenvector centrality 

scores correspond to the values of the principal eigenvector of the adjacency matrix M.

Table 4. Betweeness measures of the Top hijackers 

Name Betweeness (B
i
)

Hamza Alghamdi 0.3059446

Saeed Alghamdi 0.2156863

Ahmed Alghamdi 0.210084

Abdulaziz Alomari 0.1848669

Mohald Alshehri 0.1350763

Mohamed Atta 0.1224783

Ziad Jarrahi 0.0807656

Fayez Ahmed 0.0686275

Majed Moqed 0.0483901

Salem Alhamzi 0.0483901

Formally, the vector v satisfies the equation v Mvλ = , where λ is the corresponding 

eigenvalue and M is the adjacency matrix.   

The score of each vertex is proportional to the sum of the centralities of neighboring 

vertices. Intuitively, vertices with high eigenvector centrality score are connected to 

many other vertices with high scores which are, in turn, connected to many other 

vertices and its continues recursively. Clearly, the highest score will be obtained by 

vertices that are members of large cliques or large p-cliques. In Table 5 we can see that 

the members of the big clique (with 8 members) are those that got the highest scores. 

Atta and Al-Shehhi got much higher scores than all the other hijackers, mainly since 

the connection between them is so strong. They were also the pilots of the planes going 

into WTC1 and WTC2 and they are believed to be the leaders of the hijackers.  

Table 5. Eigenvector centrality scores of the Top hijackers 

Name E1 

Mohamed Atta 0.518

Marwan Al-Shehhi 0.489

Abdulaziz Alomari 0.296

Ziad Jarrahi 0.246

Fayez Ahmed 0.246

Satam Al Suqami 0.241

Waleed M. Alshehri 0.241

Wail Alshehri 0.241

Salem Alhamzi 0.179

Majed Moqed 0.165
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2.5. Power Centrality 

Power centrality was introduced by Bonacich. Given an adjacency matrix M, the power 

centrality of vertex i (denoted c
i
), is given by   

( )
i ij j

j i

c M cα β

≠

= + ⋅∑

α is used to normalize the score; the normalization parameter is automatically selected 

so that the sum of squares of the vertices’s centralities is equal to the number of 

vertices in the network.   

β is an attenuation factor that controls the effect that the power centralities of the 

neighboring vertices should have on the power centrality of the vertex.   

In a similar way to the eigenvector centrality, the power centrality of each vertex is 

determined by the centrality of the vertices it is connected to. By specifying positive or 

negative values to β the user can control if the fact that a vertex is connected to 

powerful vertices should have a positive effect on its score or a negative effect. The 

rational for specifying a positive β is that if you are connected to powerful colleagues it 

makes you more powerful. On the other hand, the rational for a negative β is that 

powerful colleagues have many connections and hence are not controlled by you, while 

isolated colleagues have no other sources of information and hence are pretty much 

controlled by you.   

Table 6. - Power Centrality for the Top hijackers

Power : β = 0.99 Power : β = -0.99 

Mohamed Atta 2.254 2.214

Marwan Al-Shehhi 2.121 0.969

Abdulaziz Alomari 1.296 1.494

Ziad Jarrahi 1.07 1.087

Fayez Ahmed 1.07 1.087

Satam Al Suqami 1.047 0.861

Waleed M. Alshehri 1.047 0.861

Wail Alshehri 1.047 0.861

Salem Alhamzi 0.795 1.153

Majed Moqed 0.73 1.029

2.6. Network Centralization 

In addition to the individual vertex centralization measures, we can assign a number 

between 0 and 1 that will signal the level of centralization of the whole network. The 

network centralization measures will be computed based on the centralization values of 

its vertices and hence we will have for each type of individual centralization measure 
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an associated network centralization measure. A network that is structured like a circle 

will have a network centralization value of 0 (since all vertices have the same 

centralization value), while a network that structured like a star will have a network 

centralization value of  1. We will now provide some of the formulas for the different 

network centralization measures. (n is the number of vertices in the network) 

Degree  

*

( ) ( )
v V

Degree V Max Degree v
∈

=

*

( ) ( )

( 1)*( 2)

v V

Degree

Degree V Degree v

NET

n n

∈

−

=

− −

∑

Clearly, if we have a circle, all vertices have a degree of 2, and hence NET
Degree

= 0, and 

if we have a star of n nodes (one node in the middle), then that node will have a degree 

of n-1 and all other nodes will have a degree of 1, hence 

*

\

( 1) 1

( 1)( 2)

1

( 1)( 2) ( 1)( 2)

v V v

Degree

n

n n

NET

n n n n

∈

− −

− −
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∑

For the hijackers graph NET
Degree

=0.31 

Betweenness 

*

( ) ( )
v V

NB V Max NB v
∈

=

*

( ) ( )

( 1)

v V

Bet

NB V NB v

NET

n

∈

−

=

−

∑

For the hijackers network NET
Bet

= 0.24 

Summary Diagram 

In Figure 2 we can see a summary diagram of the different centrality measures as they 

are applied to the hijacker’s network. We marked by solid arrows the hijackers that got 

the highest value for the various centrality measures, and by dashed arrows the runners-

up. We can see for instance that Atta has the highest value for degree centrality, 

eigenvector centrality and power centrality while Alomari has the highest value for 

degree centrality (tied with Atta) and closeness centrality and is the runner-up for 

power centrality (with a negative beta). Based on our experience the most important 

centrality measures are power and eigenvector (which are typically in agreement). 

Closeness and even more so betweeness centrality signal the people that are crucial in 

securing fast communication between the different parts of the network. 
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Figure 2. Summary Diagram of Centrality Measures (solid arrows point to highest 

value, dashed arrows point to second largest (done using netminer [7]) 

3. Equivalence between Entities 

Given a network of entities, we are often interested in measuring the similarity between 

the entities based on their interaction with other entities in the network. In this section, 

we will formalize this notion of similarity between entities and provide examples of 

how to find similar entities and how we can utilize the similarity measure to cluster the 

entities.

3.1. Structural Equivalence 

Two entities are said to be exactly structurally equivalent if they have the same 

relationships to all other entities. If A is "structurally equivalent" to B then it means 

these two entities are "substitutable". Typically we will not be able to find entities that 

are exactly structurally equivalent and hence we are interested in calculating the degree 

of structural equivalence between entities. Based on this measure of distance we will be 

able to perform hierarchical clustering of the entities in our network. 

R. Feldman / Link Analysis in Networks of Entities194



We will provide two formal definitions for structural equivalence. Both are based on 

the connection vectors of each of the entities. The first definition is based on the 

Euclidian distance between the connection vectors and other one is based on the 

number of exact matches between the elements of the vectors. 

EDis(V
i
,V

j
)  =   ( )

2

ik jk

k

M M−∑

Match(V
i
,V

j
)  =  

1

( , )

n

ik jk

k

eq M M

n

=

∑

, where 

1

( , )

0

a b

eq a b

otherwise

=⎧

= ⎨

⎩

3.2. Regular Equivalence 

Two entities are said to be regularly equivalent if they have identical profile of 

connections with other entities that are also regularly equivalent. In order to establish 

regular equivalence we need to classify the entities into semantic sets such that each set 

contains entities with a common role. An example would be the sets of surgeons, 

nurses, and anesthesiologists.  Lets assume that each surgeon is related to a set of 3 

nurses and one anesthesiologist. We say that two such surgeons are regularly 

equivalent (and so are the nurses and the anesthesiologist), that is, they perform the 

same function in the network.   

Entities that are "structurally equivalent" are also "regularly equivalent." However, 

entities who are "regularly equivalent" do not have to be "structurally equivalent." It is 

much easier to examine if two entities are structurally equivalent since there is a simple 

algorithm for finding EDis and Match. It is much harder to establish if two entities are 

regularly equivalent since we need to create a taxonomy of semantic categories on top 

of the entities. In Figure 3 we can see two pairs of people and one triplet that are 

structurally equivalent. In Table 7 we can see the EDis computed for each pair of 

entities. Entities that are structurally equivalent will have and EDis of 0. For instance 

Waleed M. Alshehri and Wail Alshehri are structurally equivalent and hence their EDis 

is 0. Based on this table we were able to use a hierarchical clustering algorithm (via the 

UCINET software package, see section 7.2) and generate the dendogram shown in 

Figure 4. People that are very close in the dendogram are similar structurally (i.e,  they 

have low EDis), while people that are far away in the dendogram are different 

structurally.  
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Figure 3. - Structural Equivalences in the Hijackers graph 

Table 7.  Euclidian distance (Edis) between each pair of entities 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

1 Nawaq Alhamzi 0.0 1.4 9.3 9.6 3.7 2.8 3.7 4.2 2.4 4.9 3.7 3.7 3.7 4.7 4.7 4.7 4.9 3.2 3.2

2 Khalid Al-Midhar 1.4 0.0 9.4 8.4 4.0 2.4 3.5 4.0 2.8 4.7 4.0 4.0 4.0 4.5 4.5 4.5 4.7 3.5 3.5

3 Mohamed Atta 9.3 9.4 0.0 2.4 9.8 9.7 10.2 7.5 9.4 7.6 9.8 9.4 9.8 7.5 7.5 7.5 7.6 9.6 9.6

4 Marwan Al-Shehhi 9.6 8.4 2.4 0.0 10.7 8.7 9.3 7.6 9.5 7.2 9.5 9.1 9.5 7.1 7.1 7.1 7.2 9.3 9.3

5 Hani Hanjour 3.7 4.0 9.8 10.7 0.0 3.2 2.0 5.3 4.0 6.8 6.0 6.3 6.3 6.6 6.6 6.6 6.8 6.0 6.0

6 Majed Moqed 2.8 2.4 9.7 8.7 3.2 0.0 1.4 4.2 3.2 5.3 4.7 5.1 5.1 5.1 5.1 5.1 5.3 4.7 4.7

7 Salem Alhamzi 3.7 3.5 10.2 9.3 2.0 1.4 0.0 4.9 4.0 6.2 5.7 6.0 6.0 6.0 6.0 6.0 6.2 5.7 5.7

8 Abdulaziz Alomari 4.2 4.0 7.5 7.6 5.3 4.2 4.9 0.0 4.0 3.2 4.9 4.5 5.3 2.8 2.8 2.8 3.2 4.9 4.9

9 Ahmed Alghamdi 2.4 2.8 9.4 9.5 4.0 3.2 4.0 4.0 0.0 4.7 3.5 3.5 3.5 4.5 4.5 4.5 4.7 3.5 3.5

10 Ziad Jarrahi 4.9 4.7 7.6 7.2 6.8 5.3 6.2 3.2 4.7 0.0 4.2 3.7 4.7 1.4 1.4 1.4 0.0 4.2 4.2

11 Hamza Alghamdi 3.7 4.0 9.8 9.5 6.0 4.7 5.7 4.9 3.5 4.2 0.0 2.8 2.8 4.5 4.5 4.5 4.2 2.0 2.0

12 Mohald Alshehri 3.7 4.0 9.4 9.1 6.3 5.1 6.0 4.5 3.5 3.7 2.8 0.0 2.8 3.5 3.5 3.5 3.7 2.8 2.8

13 Saeed Alghamdi 3.7 4.0 9.8 9.5 6.3 5.1 6.0 5.3 3.5 4.7 2.8 2.8 0.0 4.5 4.5 4.5 4.7 2.0 2.0

14 Satam Al Suqami 4.7 4.5 7.5 7.1 6.6 5.1 6.0 2.8 4.5 1.4 4.5 3.5 4.5 0.0 0.0 0.0 1.4 4.0 4.0

15 Waleed M. Alshehri 4.7 4.5 7.5 7.1 6.6 5.1 6.0 2.8 4.5 1.4 4.5 3.5 4.5 0.0 0.0 0.0 1.4 4.0 4.0

16 Wail Alshehri 4.7 4.5 7.5 7.1 6.6 5.1 6.0 2.8 4.5 1.4 4.5 3.5 4.5 0.0 0.0 0.0 1.4 4.0 4.0

17 Fayez Ahmed 4.9 4.7 7.6 7.2 6.8 5.3 6.2 3.2 4.7 0.0 4.2 3.7 4.7 1.4 1.4 1.4 0.0 4.2 4.2

18 Ahmed Alnami 3.2 3.5 9.6 9.3 6.0 4.7 5.7 4.9 3.5 4.2 2.0 2.8 2.0 4.0 4.0 4.0 4.2 0.0 0.0

19 Ahmed Alhaznawi 3.2 3.5 9.6 9.3 6.0 4.7 5.7 4.9 3.5 4.2 2.0 2.8 2.0 4.0 4.0 4.0 4.2 0.0 0.0
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Figure 4. - Clustering based structural equivalence between the hijackers (we can see 

that {15,14,16} as well as {10,17} and {18,19} are structural equivalence classes) 
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Abstract. Most real networks often evolve through time: changes of topology can

occur if some nodes and/or edges appear and/or disappear, and the types or weights

of nodes and edges can also change even if the topology stays static. Mobile de-

vices with wireless capabilities (mobile phones, laptops, etc.) are a typical exam-

ple of evolving networks where nodes or users are spread in the environment and

connections between users can only occur if they are near each other. This who-

is-near-whom network evolves every time users move and communication services

(such as the spread of any information) will deeply rely on the mobility and on

the characteristics of the underlying network. This paper presents some recent re-

sults concerning the characterization of the dynamics of complex networks through

three different angles: evolution of some parameters on snapshots of the network,

parameters describing the evolution itself, and intermediate approaches consisting

in the study of specific phenomena or users of interest through time.

Keywords. Complex networks, evolving networks, social networks.

Introduction

Complex networks play an important role in several scientific contexts: computer sci-

ence, social and interaction networks or epidemiology. Typical examples of such net-

works are the Internet, web graphs, E-mail, phone calls, P2P networks, etc. In these net-

works, links between entities generally represent some kind of interaction. Studied as a

whole, these networks share some non trivial properties and some problems span over a

large variety of networks. For instance, the spreading of information is studied in com-

puter science but also in epidemiology and the detection of dense subnetworks (com-

munities) is also a problem having strong implications in many domains. Last decade,

this domain has proposed a large set of tools which can be used on any complex net-

work to get a deep insight on its properties and to compare it to other networks (see for

instance [1] for a review of parameters).

However, one fundamental property has until recently be understudied. Complex

networks evolve: new nodes and edges appear while some old ones disappear. These

evolutions are often playing a key role in all the scientific domains cited above: people

get new acquaintances, web pages are created or modified on a daily basis, machines are
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added or removed on the Internet, etc. If some studies are dedicated to the dynamics of

complex networks [2,3,4] they are still too few. It appears crucial to better understand the

evolution of these networks first to get knowledge but also to be able to generate random

evolutive networks which can be used for simulation purposes.

In this paper, we detail three distinct approaches which are currently used to study

complex networks and we explicit these approaches using typical complex networks.

First, it is possible to describe the evolution of a network as a sequence of static networks

and since there exist many parameters to describe accurately a static network, one can

study the evolution of the network through the evolution of these parameters (Sec. 1).

Second, one can study the evolution itself and define parameters to capture it, such as the

rate of appearance or disappearance of nodes and edges (Sec. 2). Third, an intermediate

approach can be used which consists in studying specific phenomena or users of interest

through time (Sec. 3). For all these approaches methods from graph theory, statistical

physics, data mining and random processes can be used and in many cases new tools and

parameters have to be introduced.

1. Evolution of static properties

The most natural way to describe the dynamics of a complex network is to study the

evolution of static properties through time. Static networks have been widely studied

and a lot a simple parameters are available to describe a network as a whole (number

of nodes and edges, number of triangles, specific subgraphs, length of paths, connected

components, etc.) or to describe specific nodes (number of neighbors, number of edges

between the neighbors, clustering coefficient [5], etc.).

Therefore it is possible to consider an evolving network as a time sequence Gt of

networks (snapshots) and to study each of these independently. This yields for each pa-

rameter a time series which can be studied using signal processing notions (see Fig. 1).

Properties such as the mean, standard deviation and other statistical properties can be

computed on these time series.
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Figure 1. Number of queries per minute during 50 hours on a small size P2P Edonkey server. The three

curves correspond to different types of queries. Day/night effects can be observed as well as the start of the

measurement during which a lot of new peers connect which yields an increasing number of queries.

A more complex property is the autocorrelation function for a quantity X:

CX(τ) =< X(t + τ)X(t) >t − (< X(t) >t)
2
, where < · >t is the mean over time.
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From this, we can extract a correlation time [6], defined as the first time were the func-

tion CX(τ) equals zero (it always happens due to the summation rule of empirical CX ).

The correlation time quantifies the “memory” of the property: the longer it is, the greater

are the persistence of fluctuations in the data.

Note that very often data are not given as a sequence of snapshots but rather

as a sequence of events: email networks for instance are defined by a set of triples

(from,to,date), the date being the moment when the mail was sent. If one considers a

snapshot every second, since it is likely that no two events (two emails sent exactly at

the same time) happen simultaneously then the observed networks are very small. On

the contrary, if the aggregation is done on a larger scale (every minute, hour or day)

more events are to be observed on each snapshot but the temporal order of these events

is going to be lost in each snapshot (mail replies or forwards for instance). In complex

networks, different time scales can be used depending on the parameter or phenomenon

observed. For instance when considering a typical P2P system, one can study the instan-

taneous throughput (one second or less), connection duration of a peer (minutes to days),

download duration of a file (minutes to weeks) or even the duration during which a file

is available on the network (up to years), etc.

2. Definition of dynamic properties

Considering the evolution as a sequence of snapshots is an efficient and simple approach

in many cases but some properties cannot be directly observed in this framework. For

instance it is natural to look at the duration of contacts or non-contacts between individ-

uals in a network [7] or to study the evolution of communities. For these simple exam-

ples, one has to consider the evolution of the network from one time step to the next, or

the whole evolution. Hereafter we detail the case of the evolution of communities in a

network.

Communities are defined as dense subgraphs with few edges between them and can

be found in many complex networks. The identification of such subgraphs is important

in many contexts since such communities can correspond to groups of friends or people

with similar interests, web pages with a similar content, etc. Moreover studies show that

information (rumors for instance) spread more rapidly inside communities than between

communities.

Many algorithms are available to find communities automatically on graphs, how-

ever theses methods are often time expensive and very sensitive to small modifications of

the topology: the addition of one edge can have strong implications on the global com-

munity structure. Therefore it is likely that applying these methods will produce com-

pletely different decompositions for each snapshot. One approach has been used in [4]

using a non classical definition of communities which allows to follow the evolution of

community using a simple set of rules (birth, death, merge, split, growth and contrac-

tion). Similar ideas are presented in [8] by the identification of dense subgraphs in each

snapshot, the subgraphs begin merged afterwards. In [9], the authors present an approach

not specifically dedicated to the identification of communities but to the clustering prob-

lem in general which allows to cluster data in a timely fashion while keeping a good clus-

tering and no strong variations from one snapshot to the next. Approaches using tools

from data-mining are also available, which allow to compute dense sets of nodes with

many interactions for a long period of time [10,11] (see Fig. 2).
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Figure 2. Time ordered trajectories of individual (square) in groups (circles) in a contact network. Groups are

dense connected subgraphs which appear frequently in the evolving network.

The results obtained using any community detection algorithm for evolving network

give some information on the communities (lifetime, rate of apparition and disappear-

ance, probability of merging and splitting, etc.) [11]. The study of the evolution of the

network can therefore be done at a different scale which is not local and not global.

3. Study of specific users and phenomenon

Another approach which can be used to study evolving networks is to study specific

nodes or groups of nodes of particular interest (for instance communities). In many con-

texts algorithms and protocols are designed for average users and it is important to know

the number of users who are significantly deviant from this average and how they behave

in order to optimize protocols. For instance in most P2P systems, the load for a peer is

somehow proportional to the number of files shared, users which share many files can

therefore become bottlenecks if they are queried too often. In Fig. 3 we show results ob-

tained on a typical P2P network when trying to identify the users who share many files.

These users are more likely to be queried very often by other peers.

3.1. Transmission of information

A typical phenomenon on complex networks is the diffusion such as for viruses in epi-

demiology, routing in computer networks, innovation, etc. If recent studies have taken

into account the real dynamics [12,13], for most of them the process of transmission is

living on a static graph. In the static case the main issues are to find networks parame-

ters which explain the persistence of viruses within a given graph. It has been shown for

instance that there is a strong relation between the largest eigenvalue of the adjacency

matrix of the network and the epidemic threshold [14].

Dynamics are also central in new communication services which are relying on mo-

bile users spread in the environment. The routing of information in such a context de-

pends on the connectivity between nodes and the mobility of these nodes. Understanding

the characteristics of these networks (called Delay Tolerant Networks) is therefore cru-
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Figure 3. Left: joint distribution of the number of files offered by a peer (in-degree) versus the number of files

he looks for (out-degree) in a P2P system. Peers offering many files and peers who do not offer any file but

look for many (free-riders) can be easily identified and further studied. Right: evolution of the number of files

requested for the three peers offering the more files (the three rightmost on the left figure). After 13 hours some

of their files still have not been requested.

cial to propose protocols suitable for this context. The simplest ways to transmit data in

this context are the opportunistic forwarding algorithms [7]: when a node needs to send

some data to a destination, it uses its contacts to relay the data to the destination. Two

naive algorithms belong to this class, the first one consists in waiting to be connected to

the destination to send the data directly, the second consists in forwarding the data to all

the neighbors which in turn are going to pass it to their neighbors. This is going to flood

the network with the data which eventually should arrive at the destination (see Fig. 4).

Figure 4. Naive instantaneous flooding in a mobile network, where node 0 is trying to send a message to all

other nodes at time 115000. Time on the edges represents the earliest time for the message to be transmitted to

the group of nodes below, i.e. the time when an edge is created between a node on top and a node at the bottom.

Note that two users (35 and 37) cannot be reached. The data used for the flooding simulation are described

in [11]

4. Conclusion

We presented here three different approaches which can be used to study an evolving

network:

• the evolving network can be considered as a sequence of snapshots and each of

these snapshots can be studied as a static network;
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• properties can be defined on the evolution itself, for instance the duration of con-

tacts in a network or the evolution of communities through time ;

• finally, specific users or phenomena can be studied, the more obvious being the

diffusion of information in an evolving network.

Many studies have been focused on static networks, therefore the first approach is the

more developed, however the definition of proper time scales is a unsolved problem and

there is no warranty that such time scales can be defined in an automatic way given

an evolving network. For both other approaches, much work has to be done in order to

define new relevant parameters to describe the evolution as precisely as possible.

Finally, using all the parameters obtained with the previous approaches would allow

the introduction of evolutionary models for dynamic complex networks. Such models

could be used in formal contexts and for simulation purposes. Defining random models is

not an easy task and even for static networks some simple parameters cannot be captured

in a satisfactory way. A few models have already been introduced (see for instance [15])

which are modifying a given network by the addition of nodes and edges, however the

aim is in general not to generate an evolving network but to eventually obtain a network

with a given set of static properties. Much therefore remains to be done in this direction.
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Mining Networks through Visual
Analytics: Incremental Hypothesis

Building and Validation
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Abstract. Interactive visualization supports the analytical process: interacting with
abstract views, using the data as a malleable material, analysts build hypothesis
that can be further validated on the whole dataset. We use graph clustering in order
to group elements and show them as meta-nodes and reduce the number of visual
items, further organizing data over into several layers, in an effort to provide a mul-
tilevel model of the studied phenomenon. In doing so, hierarchical clustering not
only contributes to the study of data but also brings in ingredients for interaction,
enabling the user to zoom in and out of clusters while exploring the data in quest
for evidence.

Keywords. Visual Analytics, Graph Mining, Information Visualization, Interactive
Exploration

Introduction

Networks are everywhere. Social networks: people know each other, people meet, people
exchange information. People rely on third parties belonging to different organizations,
people link organizations. Events first group into sequences and then into causal net-
works when people collaborate. Semantic networks: documents link because they share
content or authors, or through citations. Concepts and ideas link through documents -
people create, access, modify and share documents. Analysts are faced with massive col-
lections gathering documents, events and actors from which they try to make sense. That
is, they search data to locate patterns and discover evidence. Interactive exploration of
data has now established as a fruitful strategy to tackle the problem posed by this abun-
dance of information. The Visual Analytics initiative promotes the use of Information Vi-
sualization to support analytical reasoning through a sense-making loop based on which
the analysis incrementally builds hypotheses (Figure 1).

"Information Visualization" supports the visual exploration and analysis of large
datasets by developing techniques and tools exploiting human visual capabilities – ac-
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Figure 1. The “sense making loop” (adapted from [1] – see also [2]).

cording to [3], 40% of our cortical activities are dedicated to processing visual signals.
The design of new visualization methods and tools becomes even more necessary with
the continuously increasing volume of available data, which poses a problem that obvi-
ously cannot be solved by relying solely on the increase of CPU power.

Visually mining data requires combining data analysis with visual graphics and in-
teraction. Mining itself draws not only on statistics but on a rather astute mixture of
mathematical rigor and heuristic procedures. As David Hand puts it [4] [5]:

“To many, the essence of data mining is the possibility of serendipitous discovery
of unsuspected but valuable information. This means the process is essentially ex-
ploratory.”

From Hand’s perspective, we see that information visualization has much to share
with data mining because visualization often comes as an aid to exploratory analysis.
The perspective we adopt is a combination of (semi) automated data processing together
with human analytical and perceptual capabilities. Although relying on technology, the
analysis task remains in total control of the human user. The National Visual Analytics
Center (NVAC) research agenda [2] clearly states:

“[The] analysis process requires human judgment to make the best possible evalua-
tion of incomplete, inconsistent, and potentially deceptive information [. . . ]”,

later calling for the development of

“[. . . ] visually based methods to support the entire analytic reasoning process . . . .”

That is, in ideal cases the visualization should be designed in order not only to
assist the analysis but to also actively contribute to its progress. Visual Analytics thus
appears as a multi-disciplinary field embracing a large spectrum of competences. This
partly comes from the need to cover all processes involved in the so-called "Visualization
pipeline" as depicted by dos Santos and Brodlie [6] (Figure 2):
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Figure 2. Visualization pipeline (adapted from [6]).

1. Interaction, Scalability, Graph Hierarchies

Visual Analytics obeys Daniel Keim’s mantra "Analyse first – Show the Important –
Zoom, Filter and Analyse Further – Details on Demand" . Showing the important can
be understood in several different manners; what remains essential here is to enable the
user to dynamically build views from the original dataset under study. For example, the
graph shown in Figure 3 has been extracted from a NCTC dataset (consisting of 10 000
nodes and 20 000 edges) to help locate collaboration between terrorists groups based
on territorial activity. Continents have been inserted into the graph to help organize the
overall layout. Drawing the whole graph with tens of thousands of elements on the screen
is pointless, as the resulting drawing obviously lacks readability. Once this smaller graph
has been drawn and explored, a second iteration can be designed based on a different
point of view, building on previous observations. The overall strategy is thus to filter out
data elements and build sequences of "virtual" or "partial" graphs, in an attempt to "see"
what can possibly be present in the data.

The visualization supports the analytical process: ultimately, the analyst will build
hypothesis that can be further validated on the whole dataset. It is important to note
that this incremental methodology uses the data as a malleable material. The analysis of
"virtual" graphs offering partial views on the dataset can be useful in bringing structural
properties upfront. Indeed, having established that the graph under study is small world,
or scale-free, can trigger various scenarios to further analyze the data.

2. Hierarchical clustering

The number of data elements drawn on the screen must necessarily be kept small, for sake
of readability. A layout of a graph containing a thousand nodes is already hard to read,
depending on its structural properties (a tree is much easier to read than a totally random
graph, of course). A common strategy is then to use graph clustering in order to group
elements and show them as meta-nodes and reduce the number of visual items. Promising
approaches develop techniques based on the intuitive notion of intracluster density versus
intercluster sparsity. Methods based on the computations of node or edge centralities
[7] [8] have proved successful [9] [10]; other approaches based on local indices (edge
strength [11] [12] or Burt’s constraint on edges and nodes [13], for instance) have also
been suggested.

Typically, hierarchical clustering will organize data over several layers. In ideal
cases, these layers will contribute to model the data under study as layers reveal structure.
Graph hierarchies appear as an adequate formalization capturing the notion of multiscale
communities in a network (network of networks). Current studies confirm the absolute
presence of hierarchies either in nature itself or in abstract human construction such as
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Figure 3. The drawing of a graph sketching the relationships among terrorist groups and countries. Continents
are further inserted to organize the layout.

language [14]. Current evolutionary models in biology try to capture the multilevel na-
ture of networks formed by various biological entities [15] [16], just as with cities and
city systems in geography.

Also, hierarchical clustering not only contributes to the study of data but also brings
in ingredients for interaction. Our methodology for studying large small world networks
relies on graph hierarchies (nested subgraphs) as a central paradigm. For example, Fig-
ure 4 displays a hierarchy of subgraphs computed out of a network of keywords extracted
from documents (keywords are linked based on a similarity measure; a graph is then in-
duced by thresholding the similarity matrix). As can be seen on the figure, the top level
graph consists of meta-nodes themselves containing a lower level hierarchy of graphs.
This visual representation can then be zoomed in and out in order to explore more fo-
cused regions of the graph. The top level graph shows the overall organization of the
network. Meta-nodes are connected to one another according to connections between the
nodes they contain.

Once a graph hierarchy has been computed from the original dataset, it can be used
to compute various statistics on data elements – either to assess the relevance of the
hierarchy or simply to explore properties of low level nodes. Guimera et al. [17] define
the z-score and participation coefficient for nodes v ∈ V in a clustered graph (G;C)
where G = (V, E) and C = {C1, . . . , Ck} is a partition of V .
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Figure 4. A hierarchy of subgraphs computed out of a network of keywords extracted from documents. The
top level graph consists of meta-nodes themselves containing a lower level hierarchy of graphs.

zC(v) =
dG(v) − d̄G

σdG

pC(v) = 1 −
∑

j

(dCj (v)

dG(v)

)2
(1)

where dG(v) denotes the degree of v (in G), d̄G and σdG denote the mean degree and
standard deviation (in G) and dCj (v) denotes the number of neighbors of v belonging
to cluster Cj . The z-score roughly translates the mean value to 0 and normalizes the
standard deviation to 1; this is just the usual transformation performed on normal or
gaussian distribution. The z-score corroborates an individuals’ dynamic within its own
community. It must be noted however that the score does not translate into a probability
or exceptionality of a value, since we cannot assume that the degree distribution follows
a gaussian distribution. In fact, the degree distribution most probably follows a power
law, which is typical of all scale-free graphs.

The participation coefficient of a node indicates how much it covers all other com-
munities. When dealing with weighted graphs, one must however take the weighted
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degree of nodes into account. More precisely, let ω(e) denote the weight associated
with an edge e = {u, v}, and define the weighted degree of a node u as the sum
dω(u) =

∑
v∈N(u) ω(u, v) of weights of all edges incident to u. The weighted partic-

ipation coefficient pω then extends to weighted graphs by taking the weighted degree
instead of the usual plain degree of nodes. Now, observe that two nodes u, v may appear
as participating equally pω(u) = pω(u) while their weighted degree might greatly differ
pω(u) >> pω(u). This can however be disturbing when comparing the relative roles of
nodes.

This problem can be solved by looking at the overall participation of a cluster with
other clusters, and by assigning a node a part of its cluster participation according to its
relative weight (with respect to the cluster it belongs to). This implies we can define a
participation coefficient of nodes on a flat graph (no clusters). Going back to a weighted
graph H = (W, F, ω), we define the flat participation coefficient of a node w ∈ W as

p(w) = 1 − ( ∑
x∈N(w)

ω(w, x)

dω(w)

)2
.

Let now C = (C1, . . . , Ck) be a clustering of a weighted graph G = (V, E, ω).
The flat participation coefficient can be computed on the quotient graph G/C where
each cluster appear as a node (and where weights are induced from ω on edges between
clusters. The contribution cω of a node u ∈ V relative to its cluster Ci can then be
computed as a ratio of the flat participation coefficient p(C i):

cω(u) =
dω(u|Ci)

dω(Ci)

where dω(Ci) denote the degree of Ci seen as a node in the weighted quotient graph
and dω(u|Ci) denote the degree of u ∈ V restricted to edges in E connecting with C i.

When dealing with multiscale networks, the computation of the z-score and par-
ticipation coefficient of individuals and communities, at various levels, reveals how the
network’s dynamic build through scales. Appropriate visual cues help locate key actors,
pointing at individuals or communities as hubs, bridges or satellite.

3. Tulip

Figures 3 and 4 show views of graphs computed with the help of the Graph Visualiza-
tion Framework Tulip2 [18] [19] developed by our team includes graph hierarchies as a
central navigation mechanism and data structure. The Tulip architecture actually mimics
the pipeline shown in Figure 2 as do most Information Visualization software systems.
However, the internal data structure of Tulip as been optimized as to directly deal with
graph hierarchies avoiding the duplication of nodes and subgraph properties. Variants of
hierarchical clustering algorithm, graph statistics or colormap schema, for instance, can
readily be implemented as plug-ins and used on the spot. The overall architecture ex-

2Tulip is Open Source and distributed under GPL. See the URL tulip.labri.fr
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ploits all capabilities of graphics hardware and C++, making it one of the most powerful
publicly available graph visualization framework.

4. Conclusion and future work

We plan to extend the use of graph statistics, clustering and graph hierarchies to develop
strategies for the visual analysis of dynamically evolving networks, using graphs as a
visual metaphor for supervising evolving information space. Tracking the evolution of
outlier nodes or clusters should help analysts identify weak signals and confirm specific
or general tendencies.
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Abstract. Anomaly detection on graphs of social or communication networks has
important security applications. The definition of a graph anomaly typically de-
pends on the data and application of interest. Usually central in anomaly detection
are the connections amongst the graph’s entries and various methods have been de-
veloped for their analysis. We review these techniques and also discuss challenges
currently faced for high-dimensional dynamic graphs.

Keywords. Social networks, graphs, anomaly detection

1. Introduction

In mathematics, graphs are considered to be the most appropriate data form for repre-
senting a network, e.g. phone or computer networks, or the World Wide Web. A graph
consists of a set of nodes {vi }n

i=1, which denote the network’s members, and a set of
edges, E , containing any relational information known about the members. Graphs can
also incorporate information on node labels, e.g. malicious or not and the type of edges;
directed/undirected or labelled. The adjacency matrix, W , defines the strength and direc-
tion of association between the nodes and characterises the graph. In dynamic networks
the members and structure change over time and W is time-evolving.

Anomaly detection identifies rare/irregular substructures in the links and attributes
of the nodes. Depending on the nature of data and application, anomalies can be: irreg-
ularly connected substructures, e.g. small cliques of nodes displaying excessive connec-
tivity, abrupt changes in the evolution of the network’s dynamics, e.g. sudden flurry of
connections, seemingly hidden/concealed edges or changes in the attributes of nodes.

2. Existing Methods and Techniques

A variety of techniques have been proposed for the analysis of graphs, one of the oldest
being spectral methods. The eigenvalues and eigenvectors of W , or of the graph Lapla-
cian, L = I − D−1W , where D is diagonal and Dii = ∑n

j=1 Wi j , are used to extract
information. The multiplicity of the zero eigenvalue of L equals the number of non-

1Corresponding Author: Kiriaki Platanioti, The Institute for Mathematical Sciences, 53 Prince’s Gate, South
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interacting groups of nodes in the graph. The eigenvectors of the smallest eigenvalues of
L may also be utilised to cluster the nodes; [1]. In dynamic settings, the maximal eigen-
vector u of W characterises the activity of the network and thus, monitoring u over time
can lead to the detection of sudden/abnormal changes in the network; [2]. However, the
application of the methods for large n is hard, unless W is sparse.

Stochastic approaches such as random walk methods have also been used in the
analysis of graphs. A Markov transition matrix P = D−1W is introduced to traverse the
graph from a given starting node vi ; [3]. The steady-state probability of the chain visiting
node v j from vi defines the relevance score (RS) of v j to vi and possible anomalies occur
as pairs of linked nodes with low RS. The method applies to high dimensional sparsely
connected graphs [4], but is not well-suited in dynamic cases. For large sparse dynamic
graphs, another randomised method which approximates W over time has been recently
developed; [5]. This allows sudden connection outbreaks to be detected in dynamic se-
tups. For dynamic graphs of moderate size, scan statistics have also been proposed; [6].

In social network analysis, early algorithms labelled the nodes as authorities or fa-
cilitators; [7]. Although such methods have obvious security applications, they are hard
to extend to evolving graphs. For dynamic settings, with known labels for a given set of
nodes, new entries can be labelled according to distance metrics based on their connec-
tions and degree of associativity; [8]. In the same spirit, recent Bayesian approaches prob-
abilistically predict links between nodes using information from node attributes; [9]. The
basis of Bayesian approaches shows more promise for applications in dynamic graphs.

3. Conclusions and Future Directions

Existing approaches form a foundation for the analysis of graph data. However, they
have been mostly developed for specific data structures and are mainly applicable to non-
dynamic networks of moderate size. Methods for rapidly scanning large, evolving graphs
are required as well as statistical techniques which will allow genuine anomalies to be
distinguished from random irregularities arising by chance.
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achieve high multilinguality in Text Mining  
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Abstract. A lot of information is hidden in foreign language text, making multi-
lingual information extraction tools – and applications that allow cross-lingual in-
formation access – particularly useful. Only a few system developers offer their 
products for more than two or three languages. Typically, they develop the tools 
for one language and then adapt them to the others. Information on guidelines how 
to produce highly multilingual applications with the least possible effort is scarce. 
Due to the multinational character of the European institutions, the Text Mining 
applications developed at the Joint Research Centre (JRC) had to be planned with 
the multilinguality requirements in mind. The purpose of this chapter is to present 
the design principles behind the in-house developments and to show a number of 
different applications that are built according to these guidelines. The results of the 
text analysis applications presented here are visible on the publicly accessible mul-
tilingual news gathering, analysis and exploration tool NewsExplorer.2

Keywords. Design principles; multilinguality; language-independence; geo-
tagging; named entity recognition; morphological name variation; name variant 
mapping; quotation recognition; date recognition; cross-lingual document similar-
ity calculation. 

Text Mining generates valuable meta-information for texts that can be used for a vari-
ety of applications. These include the highlighting of relevant information in docu-
ments and storing the extracted meta-information to provide users with powerful search 
functionality that goes much beyond that of full-text search. As a lot of information is 
available in some languages and not in others, there is a clear benefit to multilingual 
information extraction. However, the development of text mining tools for new lan-
guages is typically rather time-consuming, which explains why most systems only 
cover one or a small number of languages. The purpose of this chapter is to present 
some simple, successfully applied design principles that make it easier to extend text 
analysis tools to many languages. They can be roughly summarised as follows: By 
combining universal, i.e. language-independent rules with relatively simple language-
specific resource files, it is possible to extend the language coverage of text analysis 
applications quickly. Secondly: when cross-lingual applications need to be developed 
for a large number of language pairs, it is important to represent monolingual contents 
in a language-neutral way so as to avoid the need for language pair-specific resources.  

                                                          
1 The email address of the corresponding author is Ralf.Steinberger@jrc.it.
2 NewsExplorer currently covers 19 languages. It is publicly accessible at http://press.jrc.it/NewsExplorer.
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Before describing these design principles in a bit more detail (Section  1.3), we will 
first remind the reader of the various benefits of using text mining tools ( 1.1) and give 
some concrete examples of cases where multilingual information extraction and aggre-
gation tools provide more information than monolingual ones ( 1.2). Section  2 on re-
lated work will give an overview of existing multilingual and cross-lingual applications 
and of the few design principles mentioned by other system developers regarding mul-
tilinguality. This is followed by short descriptions of some Text Mining applications 
developed according to the principles presented here: the recognition and disambigua-
tion of references to geographical places ( 3) and of persons and organisations ( 4); a 
light-weight approach of dealing with inflection and other regular word variations ( 5); 
a method to identify name variants across many languages and writing scripts ( 6), a 
tool to recognise quotations ( 7) and one to recognise and disambiguate dates ( 8). Sec-
tion  9 then shows how various monolingual text analysis tools can be combined to link 
related documents across languages without the need of language pair-specific re-
sources. Avoiding language pair-specific components is the essential requirement when 
the objective is to link related documents in many different language pair combinations. 
Due to the wide variety of linguistic phenomena, identifying language-independent 
rules and applying them to many languages is not trivial. Section  10 lists a few linguis-
tic phenomena that made it necessary to adapt the generic rules, or to allow exceptions. 
A short summary concludes the chapter ( 11).  

1.1. Benefits of using text mining tools 

The usage of software for named entity recognition and classification (NERC), which 
can identify references to persons, organisation, locations and other entities, has a 
number of benefits for the information-seeking user, including the following: 
• Detection of relevant information in large document collections and – on demand – 

highlighting of the found words or phrases in the text; 
• Display of all the extracted information for a larger, monolingual or multilingual, 

document collection, serving as a multi-document summary and allowing users to 
narrow down the search by selecting some extracted information features; 

• Advanced search functionality operating on meta-information, allowing, for in-
stance, to search for person names mentioned in documents that mention a given 
country and a given person in a certain time period; 

• Automatic inference: a text mentioning, e.g., the city of Izmir can be automatically 
marked as being about Turkey, even if the country is not mentioned explicitly; 

• Visual summary: for document collections, in which locations have been identified 
and disambiguated, maps can give an overview of the geographical coverage; 

• Geographical search: find all documents mentioning a place in a certain country, or 
within a certain radius of another location; 

• Name variants: If spelling variants for the same person have been automatically 
detected, users can search for mentions of a person independently of the spelling; 

• Cross-lingual information access: for instance, display in one language information 
extracted from texts in other languages;  

• Linking of similar documents across languages: e.g. by virtue of the fact that they 
talk about the same entities; 

• Visualisation of information: e.g. to show social network graphs with relations 
between people, or allow to navigate document collections via a document map. 
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This non-exhaustive list gives an idea of the power of text analysis applications and of 
the benefits users can reap by using them.  

1.2. Practical arguments for multilinguality 

The functionalities listed here are mostly available for the nineteen languages currently 
covered by the NewsExplorer application, which has been developed according to the 
basic principles described in this chapter. While many of these functionalities are ap-
plicable to information extracted from texts in a single language, the usefulness rises 
significantly if the information is derived from documents in many different languages. 
In NewsExplorer, which analyses an average of 35,000 articles gathered from about 
1,300 news portals world-wide in 19 languages, about a quarter of the news articles are 
written in English. However, there is ample evidence that much of the information 
would not be found if only English texts were analysed. Some examples are: 
• Some areas of the world are better covered by different languages. For instance, 

North Africa is covered better by French, Brazil by Portuguese, and the rest of 
Latin America by Spanish. By analysing texts in more languages, more informa-
tion will be found.  

• Daily and long-term social network analysis has shown ( [1],  [2]) that the dominant 
and most frequently mentioned personalities in English language news are the US 
President and the British Prime Minister. When looking at French, German, Arabic 
or Russian news, the respective leaders have a much more central role. Adding 
analysis results from more languages reduces bias and increases transparency. 

• NewsExplorer automatically collects name attributes (titles, professions, age, role, 
nationality, family relations, etc.) about the approximately 700,000 persons found 
in media reports in the course of several years from the news in different languages. 
The various attribute lists show clearly that the information found across languages 
is often complementary. To give a concrete example: For the murdered Russian 
spy Alexander Litvinenko, texts in most languages contained the information that 
Litvinenko was a Russian and that he was an agent. However, we found in French 
news that he was 43 years of age, in Italian news that he was killed, in German 
news that he was a critic of some sort, etc.3

In a national context with a dominant language, for instance English in the USA, a pos-
sible solution to this multilinguality requirement is to use machine translation (MT) to 
translate the documents written in the most important foreign languages into the na-
tional language, and to then apply the text analysis tools to the texts in that language. In 
the European context, where there is not one, but 23 official languages, using MT is not 
an option, as there are 253 language pairs (N*(N-1)/2, with N being the number of 
languages involved). Multilingual text processing is generally important, but it is con-
siderably more relevant in the European context than in most other settings. Another 
important issue is the fact that MT often fails when being confronted with proper 
names or specialist terminology ( [3]). Larkey et al.’s native language hypothesis ( [4]) – 
the observation that text analysis results are better if performed on the source language 
text – is also a good argument for applying multilingual text analysis rather than oper-
ating on machine-translated texts.  

                                                          
3 See http://press.jrc.it/NewsExplorer/entities/en/97338.html for more details regarding this example.  
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1.3. Design principles making it easier to achieve high multilinguality 

There is more than one way to achieve multilinguality and Section  2 shows that there 
are other systems that cover several languages, but only few developers have explicitly 
mentioned the principles behind their development. The guidelines underlying the de-
velopment of the NewsExplorer application are the following: 
• Use language-independent rules wherever possible, i.e. use rules that can be ap-

plied to any new language that will be added to the system. 
• Keep language-specific resources and tools to a minimum: Such tools are, for in-

stance, linguistic software like part-of-speech taggers and parsers. Language-
specific resources are morphological or subject domain-specific dictionaries, lin-
guistic grammar rules, etc. As acquiring or developing such language-specific re-
sources is difficult and expensive, it is better not to use them, or – where they are 
necessary – to use them as little as possible.4

• Keep the application modular by storing necessary language-specific resources 
outside the rules, in language-specific parameter files. That way, new languages 
can be plugged in more easily. 

• For the language-specific information that cannot be done without, use bottom-up, 
data-driven bootstrapping methods to create the monolingual resources. 

• Avoid language pair-specific resources and procedures because the almost expo-
nential growth of language pairs would automatically limit the number of lan-
guages a system can deal with. 

These are very simple and generic guidelines, but sticking to them is not always easy 
and sometimes comes at a cost. Sections  3 to  9 will describe several applications of 
different types that each try to follow these guidelines.  

2. Related work 

The intention of this chapter is to specifically address the issues surrounding the devel-
opment of multilingual and cross-lingual applications involving larger numbers of lan-
guages. When discussing related work, we will distinguish multi-monolingual tools, i.e. 
monolingual applications applied to more than one language (Section  2.1), from cross-
lingual tools, i.e. those that involve crossing the language barrier in one way or another 
(Section  2.2). As the applications described in Sections 3 to  9 are only there to exem-
plify the guidelines presented in Section  1.3, we will not give a full state-of-the-art 
overview for each of these tasks.  

2.1. Multi-monolingual systems 

Applications that mainly use statistical methods, such as search engines, document 
categorisation tools, Optical Character Recognition (OCR) software or spell checkers, 
are usually available for larger numbers of languages. The news aggregators Google 
News, Yahoo News and Europe Media Monitor EMM, for instance, cover 17, 34 and 43 

                                                          
4 Part-of-speech tagging software is freely available and can, in principle, be trained for any language, but we 
feel that the effort involved for training 20 languages is too big for the expected benefit. Using readily trained 
taggers is not an option for us, as the overheads of dealing with different tag sets and levels of performance, 
and with differing input and output formats, etc. are too big. 
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languages, respectively,5 as the crawling of news sites is language-independent and the 
clustering of related news items can be done with mostly statistical methods. ZyLab’s 
ZyScan® software for OCR claims to cover over 200 languages.6 For more linguistic 
applications such as information extraction tools or grammar checkers, the number of 
available languages is usually much more restricted. Very few companies have pro-
duced and sell text analysis tools for a wider range of languages. InXight’s information 
extraction tool set ThingFinder® is an exception, offering the impressive number of 
thirty languages.7

The usage of Machine Learning methods is rather popular as they are promising 
methods to overcome the bottleneck faced by introspection-based symbolic (rule-
based) methods where linguists need to describe the vocabulary and the grammar sepa-
rately for each language. In Machine Learning approaches to named entity recognition, 
for example, the idea is to use texts in which named entities (NEs) have been marked-
up (usually manually) and to let algorithms learn the features that help to identify new 
NEs in new texts. Features are, for example, surrounding words, their distance to the 
NE, their part-of-speech, case information (uppercase vs. lowercase), and more. In or-
der to train tools for new languages, it is thus necessary to create training sets with ex-
amples. For improved accuracy, it is furthermore advised to manually confirm or reject 
the learned rules. Even for Machine Learning methods, the effort required per language 
is not negligible. Similarly, the development of statistical part-of-speech taggers relies 
on rather large manually tagged document sets. 

For all approaches, the effort of developing monolingual applications for N lan-
guages can be up to N times the effort of developing the application for one language, 
although the complexity of languages differs, of course. Furthermore, there is usually a 
learning curve involved and the development environment (e.g. the formalism that al-
lows to write the rules) has to be developed only once, so that the effort per language 
gets less, the more languages are being covered ( [5]). The limited number of languages 
offered by commercial and academic text analysis tools is due to the large language-
specific effort required, but by throwing more manpower at the application, more lan-
guages can, in principle, be covered.  

Multiple authors have described work on developing resources and tools for a 
number of different languages, but this was typically done by reusing the resources 
from a first language and adapting them to new languages (e.g.  [5],  [6],  [7],  [8]). Tips 
from various system developers for achieving multilinguality include modularity ( [7], 
 [8],  [9]), simplicity of rules and the lexicon ( [8]), uniform input and output structures 
( [8],  [10]), and the use of shared token classes that are ideally based on surface-oriented 
features such as case, hyphenation, and includes-number ( [8]). SProUT grammar de-
velopers took the interesting approach of splitting the multilingual grammar rule files 
( [8]): some files contain rules that are applicable to several languages (e.g. to recognise 
dates of the format 20.10.2008) while others contain language-specific rules (e.g. to 
cover 20th of October 2008). The fact that this latter date format and others can also be 
captured by using language-independent rules with language-specific parameter files 
will be shown in Section  8. Many people have used the GATE architecture to write 
grammars and tools for a large variety of languages and there surely are good-practice 
rules to save effort by reusing existing resources, but we have not been able to find an 

                                                          
5 See http://news.google.com, http://news.yahoo.com and http://press.jrc.it. (last visited 1.02.2008) 
6 http://www.zylab.com/products_technology/productsheets/ZySCAN.pdf
7 See http://inxight.com/products/sdks/tf/. (last visited 1.02.2008) 
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explicit mention of them apart from architectural design issues, the promotion of Uni-
code and the usage of virtual keyboards to enter foreign language script ( [9]).  

2.2. Cross-lingual applications 

For cross-lingual applications, the situation is different. Cross-lingual applications are 
those that help cross the language barrier and thus involve language pairs. Examples 
are machine translation (MT), cross-lingual question answering, cross-lingual docu-
ment similarity calculation (CLDS), cross-lingual glossing, cross-lingual topic detec-
tion and tracking, name variant mapping across languages and scripts, etc. With state-
of-the-art methods, the effort to produce any such software is more or less linear to the 
number of language pairs. As the number of language pairs for N languages is N*(N-
1)/2 (e.g. for 10, 20 or 30 languages, there are 45, 190 and 435 language pairs, respec-
tively), the number of available language pairs for cross-lingual applications is always 
rather restricted. According to the web sites of some of the biggest MT providers, Lan-
guage Weaver8, Systran9 and Google10, the companies offer 28 language pairs involv-
ing 21 languages, 18 language pairs involving 13 languages and 29 language pairs in-
volving 14 languages, respectively. All companies offer mainly language pairs involv-
ing English.11 Admittedly, MT is particularly resource-intensive, but similar language 
pair restrictions apply to other application types. There are various news aggregation 
systems, but besides our own, NewsTin12 is the only one that offers any kind of cross-
lingual functionality: for 10 languages, NewsTin allows users to search for multilingual 
articles about a chosen entity (e.g. a person name) or for a given subject category. In 
comparison, the NewsExplorer application presented in this chapter is able to link news 
clusters and extracted information in all language pair combinations for 19 languages13

and is not restricted by existing categories.  
Current approaches to cross-lingual name variant matching are limited to individ-

ual language pairs (English/Arabic  [11], English/Chinese  [12], English/Korean  [13] or 
English to Japanese  [14],  [15]). The same applies to cross-lingual topic detection and 
tracking systems, which require CLDS calculation. These systems typically either use 
MT (e.g.  [16]) or bilingual dictionaries (e.g.  [17] and  [18]) to link related texts across 
languages, and this again limits the number of language pairs worked on. Statistical 
methods that establish cross-lingual word associations by feeding the vector space of 
Machine Learning systems with small pieces of text and their translation (parallel texts), 
such as bilingual Latent Semantic Indexing (LSI,  [19]) and Kernel Canonical Correla-
tion Analysis (KCCA,  [20]), have to date only been successful with individual lan-
guage pairs (involving thus a maximum of two languages). Whatever the application, 

                                                          
8 See http://www.languageweaver.com/page.asp?intNodeID=930&intPageID=960
9 See http://www.systran.co.uk/translation/translation-products/desktop/systran-premium-translator
10 See http://www.google.co.uk/language_tools
11 In the field of MT, effort can be saved by substituting the direct approach (i.e. translating words or phrases 
directly from one language to the other) by a transfer-based approach. In the latter, each source language is 
transformed into an abstract representation, which does not depend on the target language. The only language 
pair-specific component thus is the transfer module. The interlingual approach to MT goes even further as 
the aim is to transform the source language text into a language-independent representation and to generate 
the target language equivalence out of this interlingual representation. The trend of the last few years has 
been to use Machine Learning to produce direct approach systems. 
12 See http://www.newstin.com/ (last visited 1.2.2008). 
13 For purely computational reasons, NewsExplorer currently offers ‘only’ the 93 language pairs involving 
the six pivot languages Dutch, English, French, German, Italian and Spanish, out of the 171 possible combi-
nations for 19 languages. The remaining language pairs could be covered by adding an extra machine. 

R. Steinberger et al. / High Multilinguality in Text Mining222



existing systems – be they commercial or academic research systems – are rather 
strictly limited in the number of languages covered.  

There is currently an effort to tackle more languages and more language pairs, for 
instance in the EU-funded projects EuroMatrix14 for MT and SMART15 (Statistical 
Multilingual Analysis for Retrieval and Translation) for MT and CLDS. The European 
CLEF16 project (Cross-Lingual Evaluation Forum) aims at pushing multilinguality for 
information retrieval and other applications. The CONLL’2003 shared task aimed at 
achieving language-independent named entity recognition.17 The projects Multext18,
Multext-East19 and Global-WordNet20 produced – or are producing – multilingual lin-
guistic resources. Furthermore, the highly multilingual parallel text corpora JRC-
Acquis ( [21]) and the DGT-Translation Memory21 have recently become available, 
showing the increased interest in accessing information hidden in foreign language text. 
All these resources will certainly help push multilinguality, but additionally to the re-
sources, approaches need to be found that allow producing tools in more languages 
quickly and to cover more language pairs. The approach presented in this chapter aims 
at exactly that: offer a possible solution to a large-scale problem. The following seven 
sections will describe how the approach presented in Section  1.3 has been applied to a 
number of different text analysis applications. The first six of the described solutions 
have been implemented as part of the NewsExplorer system and the results can be seen 
on its public news portal. 

3. Recognition and disambiguation of references to geographical locations 

The text mining task of geo-tagging (also referred to as geo-coding or as grounding of 
geographical references) consists of recognising references to geographical locations 
in free text and to identify unambiguously their (ranges of) latitude and longitude. Geo-
tagging goes beyond the more commonly pursued task of geo-parsing, which consists 
of recognising the words or phrases without attempting to put a dot on a map. The latter 
can theoretically be done simply by looking at linguistic patterns, even if there is evi-
dence that geo-parsing is difficult without a gazetteer ( [22]). For instance, when we 
find the piece of text “ … is located near XYZ”, we can infer that XYZ is a place name 
of some sort. Geo-tagging, on the other hand, is not possible by looking at the text only. 
Additionally, a gazetteer, i.e. a list of existing places and their latitude-longitude and 
probably more information, is needed. A number of gazetteers are freely or commer-
cially available, such as GeoNames22 and the Global Discovery23 database. These gaz-
etteers usually contain place names in one or more languages, latitude and longitude 
information, size categories for each place (distinguishing capitals from major or minor 
cities, villages, etc.), as well as hierarchical information indicating that a town belongs 
to a county, which is part of a region, which is itself part of a country, etc. A third gaz-

                                                          
14 See http://www.euromatrix.net/ (last visited on 1.2.2008) 
15 See http://www.smart-project.eu/ (last visited on 1.2.2008) 
16 See http://clef.isti.cnr.it/ (last visited on 1.2.2008) 
17 See http://www.cnts.ua.ac.be/conll2003/ner/ (last visited on 5.2.2008). 
18 See http://aune.lpl.univ-aix.fr/projects/multext/ (last visited on 1.2.2008) 
19 See http://nl.ijs.si/ME/ (last visited on 1.2.2008) 
20 See http://www.globalwordnet.org/ (last visited on 1.2.2008) 
21 See http://langtech.jrc.it/DGT-TM.html (last visited on 1.2.2008)  
22 See http://www.geonames.org/ (last visited 30.01.2008) 
23 See http://www.europa-tech.com/ (last visited 1.2.2008) 
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etteer, the KNAB24 database, is particularly useful as it contains a large number of ex-
onyms (foreign language equivalents like Venice, Venise and Venedig for the Italian 
city of Venezia), as well as historical variants (e.g. Constantinople for the Turkish city 
of Istanbul).

Geo-tagging thus consists of finding gazetteer entries (and probably other expres-
sions) in text. This is basically a lookup task, but there are a number of challenges that 
make this task much harder than it seems at first sight. We will present these briefly in 
the next section and will then present a language-independent rule set to deal with these 
issues. For a definition of the tasks and an overview of existing commercial and aca-
demic approaches, see the recent Ph.D. thesis by Leidner ( [23]). For a more detailed 
description of the challenges, the proposed knowledge-poor solution and issues con-
cerning the compilation of a multilingual gazetteer, see  [24]. 

3.1. Challenges for Geo-tagging 

When using a gazetteer, the first step in recognising place names in text is a look-up 
task. In all European languages, it is possible to compare only uppercase words in the 
text with the entries of the gazetteer. In languages not distinguishing case, such as Ara-
bic or Chinese, every single word must be compared to the gazetteer. However, even 
for European languages, geo-tagging is more than a simple lookup task, as a number of 
ambiguities need to be solved and language-specific issues need to be tackled. The 
challenges are the following:  
(a) Homography between places and persons: For instance, there are both places and 

persons with the names of George (South Africa plus several other places world-
wide with this name), Washington (capital of the USA and almost 50 other loca-
tions), Paris (French capital and almost 50 other locations) and Hilton (United 
Kingdom and many more places with this name). 

(b) Homography between different places: An example is Alexandria, as there are 24 
different cities with this name in ten different countries: Greece, Romania, South 
Africa, USA, etc. 

(c) Homography between places and common words: For example, the English adjec-
tive Nice is also a city in France, the English verb Split is homographic with a major 
city in Croatia, etc. We have found a large number of places homographic with 
common words for all languages we worked with. 

(d) The same place has different names: This is not only true across languages (e.g. the 
Italian city of Milano has the ‘translations’ – or exonyms – Milan, Milán, Mailand, 

, , , etc.). Even within the same country – and some-
times within the same language – places can have several names. Examples are 
Bombay/Mumbai and Bruxelles/Brussell.

(e) Place names are declined or morphologically altered by other types of inflection. 
This has the consequence that the canonical form found in the gazetteer will fre-
quently not coincide with the declension found in the text. The US-American city of 
New York can for instance be referred to as New Yorkului in Romanian or as New
Yorgile in Estonian. 

                                                          
24 See http://www.eki.ee/knab/knab.htm (last visited 1.2.2008) 
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3.2. Language-independent rules for Geo-tagging 

Challenges (d) and (e) necessarily involve the usage of language-specific resources: If 
name variants like Mailand, Milàn or  are not in the gazetteer (challenge (d)), 
they cannot be looked up. The only solution to this problem is to find ways of populat-
ing an existing gazetteer with multilingual place name variants in the least time-
consuming way. At the JRC, we have merged various gazetteers and additionally ex-
ploit the online encyclopaedia Wikipedia for this purpose. Wikipedia can even be used 
to find inflected forms of city names (challenge (e)). For instance, for the same city, the 
following inflection forms were found on the Finnish Wikipedia page: Milanon, Mi-
lanossa, Milanosta, Milanolainen, Milanoon, Milanolaiset, Milanoa. The temptation is 
big to simply use generous wild cards such as Milan*, but due to the hundreds of thou-
sands, or even millions of entries in a gazetteer and the likely similarity with other 
words of the language, this will lead to many wrongly recognised names, lowering Pre-
cision. This specific wild card pattern would, for instance, wrongly recognise the Ital-
ian city of Milano Marittima and the Polish city Milanówek. The issue of inflection and 
the challenge to recognise other name variants will be discussed in Section  5, together 
with the variations of person names. 

While challenges (d) and (e) cannot be overcome without language-specific re-
sources and procedures, there are generic solutions for challenges (a), (b) and (c) that 
require no – or extremely little – language-specific effort. The proposed heuristics are 
the following: 
(a) For known names, prefer person name readings over location name readings: The 

idea is to ignore all potential locations that are homographic with a name part of a 
person talked about in the same document. For instance, if Javier Solana has been 
mentioned in the text, we should assume that any further reference to either Javier
or Solana refers to the person and not to the respective locations in Spain and the 
Philippines. The reason for this rule is that person name recognition is more reliable 
than geo-tagging. 

(b) Make use of information about a place’s importance or size: Many gazetteers like 
GeoNames or Global Discovery use size classes to indicate whether a place is a 
capital (size class 1), a major city, a town, etc. or a village (size class 6). If no fur-
ther information is available from the context, we can assume that the text refers to 
the larger location. For instance, the Romanian city of Roma is of size class 4, while 
the Italian city with the same name is a capital (size class 1). The Italian capital 
should thus be chosen over the Romanian town. 

(c) Make use of the country context: the idea is that – if we already know that a text 
talks about a certain country – then it is likely that a homographic place name 
should be resolved in favour of the place in that country. For instance, if we know 
that the text talks about Romania because either the news source is from Romania 
or because another non-ambiguous reference is made to the country or any of its cit-
ies, the likelihood that we talk about the Romanian town Roma is much bigger. 

(d) Prefer locations that are physically closer to other, non-ambiguous locations men-
tioned in the text: In the case of ambiguity between two homographic places of the 
same size class, it is likely that the author meant to refer to the one nearby. For in-
stance, there are two cities called Brest, one in France and one in Belarus. If both 
Brest and Warsaw are mentioned in a text, the latter reading will be preferred be-
cause it is at a distance of 200 km from Warsaw, while the French port is 2,000 km 
away.
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(e) Ignore places that are too difficult to disambiguate: Locations that are homographic 
with common words of a language frequently lead to wrong hits. Such locations 
should be put on a language-specific geo-stop word list and ignored if found in a 
text. If an author really intends to refer to the places called And (Iran) or Had (India, 
and others), these references will be missed, but many errors will be avoided. Such 
geo-stop word lists are language-dependent because the same words are likely not 
to be ambiguous in another language. For instance, And and Had are not ambiguous 
in German as there are no such words. Geo-stop word lists can be produced semi-
automatically by comparing the gazetteer entries with a list of the most frequent 
words of a language and by hand-picking those words that were found. In order to 
reduce the work load, this list can be narrowed down to those words that appear 
more often in lowercase than in uppercase. The uppercase word This (potentially re-
ferring to a location in France), for instance, will be found in such a word frequency 
list, but the lowercase variant this will be much more frequent, meaning that This is 
a good candidate for the geo-stop word list. It is also advisable to compare the lexi-
con of a language with an international list of frequent first names. 

These heuristics were derived from multilingual test data and were found to produce 
good results in a majority of cases ( [24]). The first four are completely independent of 
the text language as they refer to external parameters such as geographical location and 
location size. The fifth heuristic is language-dependent, but a good geo-stop word list 
for any given language can be produced within a few hours.  

3.3. Combination of the rules 

The rules mentioned in the previous section may contradict each other, so they have to 
be combined into a single rule that regulates their relative preference. When geo-
tagging a new text, the binary rules will first be applied, i.e. geo-stop words will be 
ignored and potential locations that are homographic with part of a person name found 
in the text will not be considered. In a second instance, Formula (1) will be applied. 
Formula (2) explains the calculation of the parameter kilometric weight.

For computing the score, the currents settings are: (1) 
Score = classScore [80,30,20,10,5] 
+ 100 (if country in context)  
+ 20 · kilometricWeight() 

where: classScore is a given score depending on the importance of the place (this is 
coded by the class attribute: 80 for country name, capital or big city, 30 for province 
level city, 20 for small cities, 10 for villages, 5 for settlements); kilometricWeight,
which has a value between 0 and 1, is the minimum distance between the place and all 
non-ambiguous places. This distance d is weighted using the arc-cotangent formula, as 
defined by Bronstein ( [25]), with an inflexion point set to 300 kilometres25, as shown in 
Equation 2. 

                                                          
25 Empirical experiments showed that distances of less than 200 km are very significant, and 
distances more than 500 km do not make a big difference. Therefore, we have chosen the inflex-
ion point between those two values: 300. 
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The formulae do not make reference to any language-specific features so that they can 
be applied to any new language without further consideration.  

4. Recognition of person and organisation names 

The names of known persons and organisations can be identified in new documents 
through a lookup procedure, just like the geographical place names from a gazetteer. 
For morphological and other variants, the same measures can be taken as for geo-
graphical names. These measures will be discussed in Section  5. However, as exhaus-
tive lists of person and organisation names do not exist, new names need to be identi-
fied in one of two different ways: (1) When using dictionaries of a language, one could 
assume that any unknown word found in text is a proper name, but using dictionaries 
alone would be dangerous because any typo would then be identified as a name, as well. 
For languages that distinguish case and that begin proper names with an uppercase let-
ter, the number of name candidates can of course be limited. (2) Additionally, or in-
stead of using dictionaries, local patterns can be used, which can be either hand-written 
or acquired automatically with Machine Learning methods. Such local patterns are 
words, multi-word expressions or regular expressions that occur near to the names and 
that indicate that some (uppercase) words are likely to be a name. Such patterns can be 
titles (e.g. Minister), words indicating nationality (e.g. German), age (e.g. 32-year old), 
occupation (e.g. playboy), a significant verbal phrase (e.g. has declared), and more. 
The words and expressions of different types can be referred to generically as trigger 
words, as their presence triggers the system to identify names. It goes without saying 
that these pattern recognition resources are necessarily language-specific. The chal-
lenge is thus to (a) keep the effort to produce these patterns to a minimum and (b) to 
formulate them in a generic way, which makes it easy to produce the patterns for a new 
language.  

4.1. Patterns for name guessing 

In JRC’s named entity recognition tools, the generic patterns are basically language-
independent, but they make use of language-specific resource files that contain the lan-
guage-specific information such as lists of titles, nationality adjectives, etc. For full 
details on the used methods, see  [3] and  [26]. Here, we will focus on the aspect of lan-
guage independence and on how to create language-specific resources quickly and with 
little effort. One intrinsic feature of JRC’s tools is that they will only recognise names 
with at least two name parts. The reason for this is that the aim in NewsExplorer and 
other JRC tools is not only to recognise that Angela or Bush are names, but to identify 
the exact referent and its name variants so that users can search for all news items men-
tioning this person.  

The following are the basic rules to identify person names in languages that write 
names with uppercase. For other languages, see Section  10:  
(a) Any group of at least two uppercase words that is found to the left or to the right of 

one or more trigger words will be identified as a name candidate. Trigger words can 
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also be regular expressions such as [0-9]+-?year-old to capture 43-year-old Alex-
ander Litvinenko.

(b) The pattern allows the presence of a number of name infixes which can also be 
written in lower case, such as von, van der, bin, al, de la, etc. to also capture names 
such as Mark van der Horst, Oscar de la Renta, Khaled bin Ahmed al-Khalifa, etc.

(c) Furthermore, a number of other frequent words are allowed between trigger words 
and the name. These can be determiners (e.g. the, a), adjectives and other modifiers 
(former, wandering), or compound expressions (most gifted), allowing name recog-
nition in sentences like “… Juliette Binoche, the most gifted French actress”.

(d) Patterns should also allow for the inclusion of a slot for other names (e.g. United 
Nations), in order to capture expressions such as Envoy to the United Nations.

(e) Names are also recognised if one of the potential name parts is a known first name. 
Large lists of first names from different languages and countries are thus a useful 
resource, that can be used for the name recognition in all languages. In the example 
Angela UnknownWord, the second element would thus be identified as the second 
name part. First names are thus different from the other trigger words mentioned 
earlier because they are part of the name, while titles and country adjectives are not.  

(f) Organisation names are different in that they are often longer and they can contain 
several lowercase words that are normal words of the language, as in Federal Minis-
try of the Interior, etc. In order to capture such names, the patterns must allow vari-
ous sequences of typical organisation trigger words (e.g. Bank, Organi[sz]ation,
Ministry, Committee, etc.), lowercase filler words (e.g. of the) and other content 
words (e.g. Interior, Finance, Olympic, etc.).

It is useful to also allow long sequences of trigger words to capture expressions like 
former Lebanese Minister of Agriculture. While the combination Minister of Agricul-
ture may be enough to recognise the proper name, storing trigger words and their com-
binations has the advantage that they provide useful information on a person. In 
NewsExplorer, the historically collected trigger words are displayed together with each 
person.  

4.2. Bootstrapping the acquisition of language-specific pattern ingredients 

Besides the list of common first names, which can be used for the recognition of new 
names in any language, the various trigger words mentioned in the previous section are 
clearly different from one language to the other. These lists can be rather long. Our 
English list, for instance, consists of about 3400 trigger words. In order to compile such 
a list for a new language (e.g. Romanian), it is convenient to search a large corpus of 
that language for known names and to produce a frequency list of left and right-hand-
side contexts of various sizes (e.g. between one and five words). The most frequent 
trigger words can then be manually selected. Bootstrapping will make the process more 
efficient: instead of going manually through the typically very long name context lists, 
it is better to use the most frequent trigger words found and to search the collection 
again for new names in order to collect more name contexts, and so on. Wikipedia or 
similar sources often contain lists of common first names and titles, so that such lists 
can also be used as a starting point.26 The effort to produce working lists of recognition 

                                                          
26 See, for instance, the web site www.behindthename.com for first names, and the following page for lists of 
professions: http://en.wikipedia.org/wiki/Category:Occupations (available in various languages). 
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patterns for a new language is between half a day and 5 person days. Note that the 
manual selection of trigger expressions is indispensable and that an intelligent reformu-
lation of expressions can improve the rules massively. For instance, for Romanian oc-
cupations like ministrul de interne, experts can expand the rule immediately to other 
occupations: ministrul de externe, ministrul de finan e, ministrul justitiei, ministrul 
transporturilor and more (Minister for external affaires, finance, justice and transport, 
respectively). They can even write a more complex pattern to allow the recognition of 
combinations like ministrul transporturilor, constructiilor si turismului (Minister of 
transport, construction and tourism) or Ministrul delegat pentru comer  (Vice-minister 
for commerce). In the case of Romanian, the first list has been validated to a certain 
extent and the expert produced 231 trigger words in about 3 hours of time. After this 
new list has been compiled, we launched the candidate extractor again and another 
validation was done by the expert. We now have 467 trigger words and Romanian is 
used fully in NewsExplorer, where it recognises an average of one hundred new names 
every day. 

Another bootstrapping method would be to use MT or bilingual dictionaries in a 
triangulation approach, i.e. translating from two or more different languages into the 
new target language and to use only the overlapping results. 

5. A light-weight way of dealing with inflection and other regular variations 

We have seen that – for the tasks of geo-tagging, recognition of known person names 
and even for the guessing of new names in text – it is necessary to compare word forms 
in the text with lists of known words in lookup lists. Even though the task looks simple, 
looking up known entities in a new language is not always so straightforward because 
the word forms found in the text often differ from the word forms in the lookup tables.  

5.1. Reasons for the existence of name variants 

The main reasons for these differences between the dictionary form in the lookup tables 
and the word forms found in real text – together with the adopted solutions – are the 
following: 
(a) Hyphen/space alternations: For hyphenated names such as Jean-Marie, Nawaf al-

Ahmad al-Jaber al-Sabah or the place name Saint-Jean, we automatically generate 
patterns to capture both the hyphenated and the non-hyphenated forms (e.g. 
Jean[\-\ ]Marie).

(b) Diacritic variations: Words that carry diacritics are often found without the diacritic. 
For example, François Chérèque is often written Francois Chereque, Schröder as 
Schroder, Lech Wa sa as Lech Walesa, Raphaël Ibañez as Raphael Ibanez, etc.. 
For each name with diacritics, we therefore generate a pattern that allows both al-
ternatives (e.g. Fran(ç|c)ois Ch(é|e)r(è|e)que).

(c) Further common variations: Especially for place names, there are a number of very 
common variations, including the abbreviation of name parts such as Saint to St
(with or without the final dot) or the use of a slash instead of common name parts. 
For instance, Nogent-sur-Seine and Frankfurt am Main can be found as No-
gent/Seine and Frankfurt/Main (also: Frankfurt a. Main), etc. For all such names, 
we thus pre-generate the various common variants.  
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(d) Name inversion: While news texts in most languages mention the given name be-
fore the surname, the opposite order can also be found in some languages. In Hun-
garian, for example, local names are usually written with the last name first, while 
foreign names have the opposite order. The lookup procedure must consider this 
variation, as well. 

(e) Morphological declensions: In some languages (especially the Balto-Slavonic and 
Finno-Ugric languages), person names can be declined. In Polish, for example we 
can find the inflected form Nicolasowi Sarkozy'emu (or – less frequent – Nicolasowi 
Sarkoziemu) referring to the French president Nicolas Sarkozy. Similarly Tony’ego 
Blaira or Toniego Blaira are found for the former British prime minister. For these 
languages, we pre-generate morphological variants for all known names according 
to rules that will be discussed below. It must be high-lighted that – in some lan-
guages – variations can also affect the beginning of the name. For instance, for the 
Irish place name Gaillimh (Irish version of Galway), we can find nGaillimh (in 
Galway). For some languages, the number of different inflections can be rather high. 

(f) Typos: Even in the printed press, typos are relatively frequent. This is especially the 
case for difficult names such as Condoleezza Rice. For this person’s given name, 
we found the typos Condoleza, Condaleezza, Condollezza and Condeleeza, each
more than once.  

(g) Simplification: In order to avoid repetition, names such as Condoleezza Rice and 
George W. Bush are frequently simplified to Ms. Rice and President Bush.

(h) Transliteration: Names are normally transliterated into the target language writing 
system. In the case of NewsExplorer, we are mainly interested in Romanisation, i.e. 
in using the Latin script as a target language. Depending on the target language, 
transliteration rules often differ so that two different Romanised versions of the 
same name can co-exist. For example, the Russian name  is 
typically transliterated to Wladimir Ustinow in German, to Vladimir Ustinov in 
English, to Vladímir Ustinov in Spanish, to Vladimir Oestinov in Dutch and to 
Vladimir Oustinov in French. Conversely the French city Strasbourg is sometimes 
written in Russian  (/st1asbu1g/) sometimes  (/st1azbu1g/),
in Ukrainian  (/st1asbu1/), in Serbian  (/st1azbu1/), without the 
final ‘g’ mimicking the original French pronunciation. 

(i) Vowel variations, especially from and into Arabic: In Arabic and some other lan-
guages, short vowels are not always written. The string  (Mohammed) contains 
only the four consonants Mhmd, which is the reason why so many variants exist for 
this name: Mohammed, Mohamed, Mahmoud, Muhamad, and more. 

5.2. Generating variants for known names 

The variation types (a) to (d) are rather generic so that it is not difficult to pre-generate 
the most common name variants, as shown in the previous section. Morphological 
variations such as those shown in (e) are much harder to predict and they differ from 
one language to the next. This section describes how this variation type can be dealt 
with. For the variation types (f) to (i), see Section  6 below. 

Profound linguistic skills and native speaker competence will help to produce good 
suffix addition and suffix replacement rules.  [27], for instance, have produced exten-
sive inflection rules for Serbian. However, in order to achieve high multilinguality, it is 
important to find an efficient and quick method to generate at least the most common 
variants. We found that, even without native speaker competence, it is possible to iden-
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tify a number of frequent inflection rules purely by observing common variations for 
known names. These can be found by searching text collections using several generous 
regular expressions such as Nicol.*Sarko[[:alpha:]]+ (for the French president) 
allowing to capture name variants and by then looking for regularities. In Romanian, 
for example, one will discover that known names are frequently accompanied by the 
suffixes –ul and –ului (suffix addition), and that the endings are –l and –lui if the 
name already ends in –u. If the name ends with -a we frequently find the -ie ending 
(suffix replacement). By collecting a number of such observations, we can produce 
suffix addition and replacement rules to pre-generate – for all names in the lookup ta-
bles – the most frequent variants. For the names Paris, Bacãu and Venezia, for example, 
we can then generate the variants Parisul, Parisului, Bacãul, Bacãului, Venezia and 
Veneziei. Slavic languages are more complex, but the same principle holds. For the 
Slavic language Slovene, the regular expression substitution rule for person names is: 

s/[aeo]?/(e|a|o|u|om|em|m|ju|jem|ja)?/

meaning that – for every name ending in –a, –e or –o – we pre-generate ten different 
variants, ending in -e, -a, -o, -u, -om, -em, -m, -ju, -jem and -ja, re-
spectively. For every frequent known name in our name database such as the previous 
Lebanese political leader Pierre Gemayel, for instance, we will thus generate the pat-
tern: 

Pierr(e|a|o|u|om|em|m|ju|jem|ja)? Gemayel(e|a|o|u|om|em|m|ju|jem|ja)?

That way, Pierrom Gemayelom and any other of the other possible combinations will 
be recognised in text. Note that over-generation, i.e. producing name variants that do 
not exist in the language, is not normally a problem because they will simply not be 
found. However, especially short names can lead to over-generous patterns and new 
patterns should always be tested on large document collections before being applied in 
a real-world scenario.  

To give an indication of the effort required: it takes us usually between 1 hour and 
2 days to produce basic working lists of inflection patterns for a new language. 

An alternative to generating morphological variants for highly inflective languages 
would be to map different name variants found in text using a mixture of string dis-
tance metrics and automatically acquired suffix-based lemmatisation patterns, as it was 
proposed by  [28] for Polish.  

5.3. Transcription of names written in different writing systems 

Names from a language using a different writing system are usually transliterated. 
Transliteration rules are simple, normally hand-written rules mapping characters or 
sequences of characters from one writing system to their counterparts in another writ-
ing system ( [29]). Some Greek examples are: 
•  => ps 
•  => l 
•  => b 
Frequently, more than one transliteration system exists for the same language pair (the 
Arabic first name  is mainly transliterated in French as Saïd but sometimes also as 
Said, Sayyed and Saeed), which explains why different target language versions may 
exist for the same name and the same source-target language pair. As pointed out in 
bullet (h) in Section  5.1, transliteration rules usually differ depending on the target lan-
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guage. It is less common knowledge that transliteration also exists for languages using 
the same writing system. For example, the name Bush will be found in Latvian lan-
guage as Bušs. We deal with intra-script transliteration in the normalisation step de-
scribed in Section  6. At the JRC, we use transliteration rules for the following scripts: 
• Cyrillic (used for Russian, Bulgarian and Ukrainian):  

 Simeon Marinov; 
• Greek:  Kostas Karamanlis; 
• Arabic (used for Arabic, Farsi and Urdu; some additional transliteration rules were 

added for Farsi and Urdu):  
 jlal tlbani (“Jalal Talabani”);  

• Devanagari (used for Hindi and Nepalese):  
 soniya gandhi. 

Transliteration sometimes produces name forms that are rather different from the usual 
spelling. For frequent names, it is thus appropriate to hard-code the transliteration of 
the full name. Here are some examples of source language strings, their letter-by-letter 
transliteration and the aimed for target language form: 
• Russian  [Djordj] George;
• Russian  [Djaims] James;
• Hindi  [dableyu]  W (as in George W. Bush);
All other spelling differences of transliterated versus non-transliterated names are dealt 
with in the normalisation step, described in the next section. Adding transliteration ta-
bles for new languages using letters (alphabetical scripts) or syllables is not difficult.27

Adding rules for Hindi took us two hours. Dealing with ideographic languages such as 
Chinese is harder and needs different procedures. 

6. Rules to identify name variants 

 In Section 5.1, we have seen a number of reasons why variants exist for the same name. 
After having applied named entity recognition in up to nineteen languages over a pe-
riod of about five years, we have found up to 170 variants for the same name.28 Identi-
fying these variants as referring to the same person has many advantages, including 
improved search and retrieval, as well as more accurate results for tasks where person 
co-references are required such as social network generation based on quotations ( [30]) 
or on co-occurrence ( [1]; see also Feldman’s chapter on Link Analysis in Networks of 
Entities, in this volume). There is thus a clear need for methods to identify whether 
similar, but different names found in text are variants belonging to the same person or 
not. There are a number of known approaches to identify name equivalences for spe-
cific language pairs. In this section, we present an alternative approach, which is lan-
guage and language pair-independent. It consists of normalising names into an abstract 
consonant signature. This consonant signature can then be used as the basis for com-
paring all (normalised) names found. All name pairs that have a similarity above a cer-
tain threshold will be marked as referring to the same person. The threshold was set so 
that only good name pairs would be merged for a given test set. The idea behind this is 

                                                          
27 Various transliteration tables can be found at the Institute of the Estonian Language and the American 
National Geospatial Agency (http://transliteration.eki.ee/; http://earth-info.nga.mil/gns/html/romanization.html). 
28 The terrorist Abu Musab al-Zarqawi: see http://press.jrc.it/NewsExplorer/entities/en/285.html.
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that having two entries for the same person is less harmful than that of merging two 
different persons. For details on the name normalisation and name merging processes, 
see  [26]. 

For every name found in the analysis of news articles in 19 languages carried out 
daily by the NewsExplorer application, we first check whether the name already has an 
entry in the NewsExplorer name database. Both main names (aliases) and known name 
variants are considered. All unknown names will be normalised (see Section  6.1) and 
compared to the consonant signature of any of the known names. If any of the conso-
nant signatures coincide, name similarity measures will be applied (see Section  6.2). If 
successful, the new name variant will be added to the existing name. Otherwise, the 
name will be added as a new name into the database. Names found only ever once are 
otherwise ignored in order to avoid typos entering the database. If a name is found at 
least five times, this name gets the status of a frequent name so that it will be found by 
lookup in any future news articles (see Section  5).  

6.1. Language-independent name normalisation rules 

The idea behind name normalisation is to create a language-independent representation 
of the name. In principle, a representation of the (approximate) pronunciation of the 
name would be a good normalised form, as suggested by the Soundex algorithm for 
English ( [31]). However, in order to infer the pronunciation of a name, it is necessary 
to know the original language of the name. In news articles, this information is not nor-
mally known as known persons from around the world are being talked about in the 
newspapers of any other country. To give an example: the name of the previous French 
president Chirac (pronounced in French as / /) would be pronounced as / / if 
it were an Italian name, as /ç / in German, etc., while the name Chiamparino
(Mayor of the city of Turin) should be pronounced as /ki mp ino/. Automatic identi-
fication of the origin of a name ( [32]) produces moderate results. 

In order to overcome this problem, empirical observations on name spelling differ-
ences for the same name in many different languages have been used to produce nor-
malisation rules that will be applied to all names, independently of their origin. The 
following are some examples: 
• Name-initial ‘Wl–’ and the name-final ‘–ow’ for Russian names will get replaced 

by ‘Vl–’ and ‘–ov’. This is to accommodate the typical German transliteration for 
names like Vladimir Ustinov as Wladimir Ustinow.

• The Slovene strings ‘š’, the Turkish ‘ ’, the German ‘sch’, the French ‘ch’ will get 
replaced by ‘sh’ in order to neutralize frequent spelling variants such as Bašar al 
Asad, Baschar al Assad, Bachar al Assad and Ba ar Esad.

• The French letter combination ‘ou’ will get replaced by ‘u’ to capture the regular 
transliteration differences for the sound /u/ in names like Ustinov, which is spelled 
in French as Oustinov.

• The letter ‘x’ will get replaced by ‘ks’, etc.  
These normalisation rules are exclusively driven by practical requirements and have no 
claim to represent any underlying linguistic concept. They are written as a set of regu-
lar expression substitutions. For example, the normalisation rule for the Slavic ending –
ski is written by the substitution rule below and will normalise the following names to a 
common suffix: Stravinski, Stravinsky (Finnish), Stravinskij (Slovak), Sztravinszkij
(Hungarian), Stravinskíj (Icelandic): 
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s/sz?k[yií]j?/ski/      (At the end of a word) 
The final normalisation step consists of removing all vowels. Vowels frequently get 
distorted during transliteration and their removal is compulsory for languages using the 
Arabic script as short vowels are not normally written in Arabic. An original Russian 
name such as  will thus go through the stages transliteration (jeck sharki), 
normalisation (jek sharki) and vowel removal (jk shrk).

6.2. Similarity measure used to compare names with the same normalised form 

All names having the same normalised form are considered name variant candidates.
For each candidate pair, the edit distance similarity measure is applied twice, one time 
each on two different representations of the name: once between the normalised forms 
with vowels and once between the lowercased transliterated forms (see Figure 1). The 
two similarities have relative weights of 0.8 and 0.2. By applying the similarity meas-
ure only to name pairs with an exact signature match, we miss some good candidates, 
but the pre-filtering saves a lot of precious computing time. For further details, see  [26]. 

Both the name normalisation and the similarity calculation steps are applied across 
the board to all names found in the currently 19 NewsExplorer languages and do not 
depend on the input language. There is thus no need for language pair-specific training 
or mapping rules. However, when adding a language with a new script, a new set of 
transliteration rules needs to be added and – depending on the language – it may be 
useful to add additional normalisation patterns (which will then be applicable to all 
languages). 

Edit distance 
(81%)

jk shrk 

consonants

Exact Match 

transliteration 

jeck sharki 

normalisation

jek sharki 

jk shrk 

normalisation

jak sharkei 

jack sharkey 

Jack Sharkey 

lowercase 

Edit distance 
(72%)

consonants

Overall similarity:
0.8*81% + 

0.2*72% = 78% 

Figure 1. The Figure shows the transliteration and normalisation steps, as well as the similarity measurement 
applied to a name pair. The two names will not be associated to the same person because the overall similar-
ity is 0.78 and thus lower than the requested threshold of 0.94. 
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7. Quotation recognition 

Direct speech quotations can typically be identified in text due to the presence of quota-
tion markers (e.g. single or double, lower or upper quotes (“„ ‘), single or double an-
gled brackets (<<, >>, “, ”, etc.)), a reporting verb (says, quotes, criticises, objects, etc.) 
and a reference to the person who makes the quote. In  [30], we present a number of 
language-independent patterns that allow to recognise quotations in running text. The 
most frequent quotation pattern is covered by the following rule: 

name [, up to 60 chars ,] reporting-verb [:|that] quote-mark QUOTE quote-mark
e.g. John Smith, supporting AFG, said: "Here we are!". 

By keeping the language-independent quotation recognition patterns separate from the 
language-specific lists of reporting verbs, the quotation recognition software can very 
easily be extended to new languages. For language-specific issues, see Section  10. 

8. Date recognition 

Date recognition is a known named entity recognition task (e.g. MUC-7)29, but recogni-
tion patterns for date formats other than numerical dates (such as 26.05.2009) are usu-
ally developed for individual languages (e.g.  [10]). Our approach, described in  [33], 
completely separates the language-independent rules from language-specific parameter 
files, for numerical and alpha-numeric date formats. The tool detects dates in full form 
format (such as 26th of May of the year two thousand and nine), but also partial dates 
such as 26 May or May 2009. Rules make reference to slot fillers, for which the lan-
guage-specific expressions can be found in parameter files. The following rule captures 
complete dates with the day mentioned before the month (simplified pseudo-code). 

(0..31|CARDINAL|ORDINAL)(SEPARATOR|MONTH-INTRO)
(0..12|MONTH)(SEPARATOR|YEAR-INTRO)
(1800..2099|00..99|YEAR-IN-LETTERS)

CARDINAL stands for a cardinal number in letters (e.g. twenty-one, vingt-et-un), ORDINAL
for an ordinal number in letters or numbers (1st, third, French: 1er, troisième, etc.), SEPA-
RATOR for a common character used to separate numbers (e.g. /), MONTH-INTRO for a 
common expression to introduce the month (twenty-sixth of May; Spanish: catorce de
febrero), MONTH for a month name or an equivalent abbreviation (e.g. July, Jan.), YEAR-
INTRO for a common expression to introduce the year (26th of May in the year 2009; 
Romanian: întîi martie al anului 2009), and YEAR-IN-LETTERS for the full or partial year 
in letters (sixty-four, nineteen eighty; French: deux mille un). Variants of these words 
(e.g. words with and without diacritics, with or without case endings) should also be 
listed. Language-specific parameter files for date recognition are simple and can be 
created within half a day’s work per language (including variants). 

Procedures to resolve relative date expressions (e.g. last May), to disambiguate 
ambiguous date formats (e.g. the European vs. the US-American reading of a date like 
10-05-2009: 10 May vs. 5 October) and to convert dates from other calendars (e.g. 
Arabic 01/06/1430, which is equivalent to 26/5/2009) are obviously language-

                                                          
29 See http://www.itl.nist.gov/iad/894.02/related_projects/muc/proceedings/ne_task.html for the MUC-7 task 
specification (last visited 6 May 2008). 
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independent. Date expressions found can be normalised for storage and improved re-
trieval.  

9. Cross-lingual document similarity calculation 

Document similarity calculation across languages can be useful for news navigation 
(e.g. in NewsExplorer), for multilingual topic detection and tracking, for cross-lingual 
plagiarism detection, in query-by-example scenarios, and possibly more. We have 
shown in Section  2 that existing methods for cross-lingual document similarity (CLDS) 
calculation are bilingual in nature and are thus limited with respect to the number of 
language pairs. NewsExplorer can calculate CLDS for currently 19 languages (171 
language pairs), although one of the ingredients of the formula (Eurovoc indexing) is 
not available for the six non-EU languages covered, so that the software is fully func-
tional for language pairs involving only 13 languages.  

The NewsExplorer approach (described in detail in  [33]) is, in principle, almost 
language-independent. The main idea behind it is to find a language-independent repre-
sentation for each of the texts written in different languages, i.e. to find a collection of 
anchors that serve to establish the link between texts in different languages. The CLDS 
in NewsExplorer is based on four ingredients (represented each as a vector). The first 
three of these are represented in a language-neutral manner: 

1. A weighted list of subject domain classes using the Eurovoc thesaurus ( [35]). 
The Eurovoc classes are represented by their numerical identifier. 

2. A frequency list of countries to which each text makes a reference, either di-
rect (country name) or indirect (city name, country adjective, citizen name, 
etc.; see Section  3). Countries are represented by their country ISO 3166 code. 

3. A frequency list of persons made reference to in each of the texts. The persons 
are represented by their numerical identifier in the multilingual name database, 
which subsumes various name variants under the same identifier (see Sec-
tion  4). 

4. A weighted list of monolingual keywords. While most words of texts in dif-
ferent languages will not match, we found that there is frequently a number of 
cognates, numbers, acronyms, names or name parts that match between the 
languages. 

Each document or group of documents (NewsExplorer works with clusters of related 
documents) is thus represented by four language-neutral vectors. For each pair of 
documents in different languages, the CLDS formula calculates the cosine similarities 
between each of the four vectors and combines them with the relative weight of 0.4, 0.3, 
0.2 and 0.1 in order to come up with an overall CLDS. The higher the overall similarity 
is, the more similar the two (clusters of) documents are. In NewsExplorer, document 
pairs below the similarity threshold of 0.3 are ignored, i.e. the documents are treated as 
if they were not related. The similarity formula itself is language-independent, but lan-
guage-specific tools obviously need to be developed to produce the language-neutral 
representation. A big advantage is, however, that no language pair-specific procedures 
or resources are needed. New languages can be plugged in without any additional effort. 
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10. Language-specific issues – the limitations of language-independence 

In previous sections, we have already seen that some language-specific resources are 
needed in addition to the language-independent rules, including:  
• Gazetteers of place names (for geo-tagging); 
• Geo-stop word lists (for geo-tagging); 
• Lists of trigger pattern components (for person and organisation name recognition); 
• Lists of inflection patterns for all lookup procedures (regular expressions to add or 

substitute suffixes); 
• Lists of days of the week, months, numbers in words, etc. (for date recognition). 
Apart from the gazetteers, these resources can be produced relatively quickly by ex-
ploiting bootstrapping methods, as described earlier. Additionally, there are a number 
of issues where language-specific rules or procedures are required or will at least help 
improve the results. These are: 
(a) Diacritic normalisation: In some Italian sources, diacritics are replaced by an apos-

trophe following the word (e.g. Libertà – freedom – can be found as Liberta’).
(b) Case information: Some languages (e.g. Arabic, Farsi, Hebrew, Chinese, Japanese, 

Hindi, etc.) do not distinguish upper and lower case so that every word in the text 
needs to be considered in a lookup procedure instead of considering only uppercase 
words. This also has the consequence that it is harder to guess where a person name 
ends. The opposite also holds for languages like German, which write nouns or 
other non-names in uppercase: name boundaries are less easily detected because 
uppercased nouns may follow a person name. 

(c) Missing vowels: In Arabic, Hebrew and – to some extent – Hindi, short vowels are 
not normally written (the Arabic spelling of the name Mohammed consists of the 
four consonants mhmd only). The result of transliterating names written with the 
Arabic script is thus often different from their Latin counterpart.  

(d) Tokenisation (no word separators): In Chinese, Thai and some other languages, 
words are not separated by spaces. Words could thus start at any character in a 
string of characters. This needs to be considered in the lookup procedures.  

(e) Tokenisation (apostrophe): Different, language-specific tokenisation rules are re-
quired to deal with the following strings (which all contain proper names), because 
the apostrophe sometimes marks the word border and sometimes it is part of the 
name: Le Floc’h, Tony Blair’s, Jan Figel’, Stéphane M'Bia, etc. 

(f) Tokenisation (agglutinative languages): In languages such as Turkish, Hungarian 
and Finnish, various particles (e.g. prepositions or determiners) may be attached to 
the end of any word, including names. This increases the number of possible suf-
fixes to be considered in lookup procedures enormously. It is possible that morpho-
logical analysis software will eventually be needed for such languages to achieve 
good results. At the same time, our analysis has shown that the number of proper 
noun endings – even for Finnish – is limited. 

(g) Compounding: In languages like German, nouns can be combined with (mostly) 
other nouns to produce compound nouns. For instance, the words Bundes-
verkehrsminister consists of Bund (Federal), Verkehr (transport) and Minister. As 
this combination is productive, it is not possible to list all combinations. This is ob-
viously a problem for producing trigger word lists for name recognition. Regular 
expressions with generous wild cards must be used word-initially (.*minister), 
which could lead to problems regarding the computational performance of the sys-
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tem. The Finnish word Lontoolaishotelliin (to a hotel in London) shows that com-
pounding and agglutination can also occur combined. 

(h) Affix types: while most Western-European languages almost exclusively use suf-
fixes for name inflection, Irish also uses prefixes (le hAngela Carter "with Angela 
Carter"). We are not aware of any language using infixes for names. 

(i) Order of first name and family name: As discussed in Section  5.1, given and last 
names of local names are inverted in Hungarian, but not in foreign names. This 
must be considered in the lookup procedure. 

(j) Quotation markers (see Section  7): In most NewsExplorer languages, the informa-
tion on the speaker and the reporting verb are found outside the quotation, but Ital-
ian and Swedish allow to move them to a place inside the quotation markers (see 
 [30]) (e.g. “Sacco e Vanzetti – ha ricordato Nichi Vendola – erano due emigranti” / 
“Sacco and Vanzetti were two emigrants” reminded Nichi Vendola). 

11. Conclusion 

In this chapter, we proposed a number of guidelines that are useful when aiming at 
building multi-monolingual and cross-lingual applications for larger numbers of lan-
guages (Section  1.3). These guidelines are: (a) To the largest extent possible, use lan-
guage-independent rules instead of language-specific ones. (b) Reduce the usage of 
language-specific and especially language pair-specific resources to a minimum. 
(c) Where they are necessary, keep them in language-specific parameter files to keep 
the applications modular so that new languages can be plugged in. (d) For those re-
sources that cannot be avoided, use bottom-up bootstrapping methods to create the re-
sources. (e) For cross-lingual applications, attempt to use a language-neutral document 
representation to reduce the effect of the near-exponential complexity increase when 
dealing with many languages.  

To our knowledge, other system developers do not work according to these seem-
ingly obvious and simple principles. Instead, the most common approach is to develop 
tools for one language and to then adapt these tools to further languages (See Section  2 
on related work). We believe that tools for new languages will be developed quicker 
and more easily if the proposed guidelines are followed. 

In order to show that putting these principles into practice is feasible for a range of 
different applications, we described such rule sets – and, where necessary, the simple 
acquisition procedures for the related resources – for seven applications: geo-tagging 
(Section 3); person and organisation name recognition ( 4); processing of name inflec-
tion (morphological variation) and other surface form variations ( 5); name variant 
mapping within the same language or across different languages and scripts ( 6); the 
recognition of quotations ( 7), date recognition ( 8), and cross-lingual document similar-
ity calculation ( 9). These application examples are followed by a list of specific issues 
where the applicability of language-neutral rules ends and where language-specific 
adaptations are needed.  

All the applications described in this chapter have been implemented to an opera-
tional level. The first six of them are used daily in the public large-scale news aggrega-
tion, analysis and exploration system NewsExplorer, which analyses 35,000 news arti-
cles per day in the 19 languages Arabic, Bulgarian, Danish, Dutch, English, Estonian, 
Farsi, French, German, Italian, Norwegian, Polish, Portuguese, Romanian, Russian, 
Slovene, Spanish, Swedish and Turkish.  
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Mining the Web to Build a Complete, 
Large-Scale Language Model  

Gregory GREFENSTETTE 
CEA LIST, Commissariat à l’Energie Atomique 

BP 6, 92265 Fontenay-aux-Roses, France 

Abstract. In order to detect the extraordinary, a computer must have a model of 
ordinary interactions. There is enough text on the web in the 420 languages that 
are represented there for language models to be built. All the text available for 
most languages can be crawled in a few months. These language models can show 
how words are normally associated. Unusual associations can then be detected 
automatically. This article presents an overview our work in building a very large 
and complete language model from the web for the French language. 

Keywords. language model, WWW, corpus, text mining 

Introduction 

Over 6000 languages are thought to be spoken throughout the world [1], but only a 
little more than 400 have a web presence. For those languages, it should be possible to 
extract all the words present on the web and to produce a language model for each 
language. 

1.  Building a Model  

We are currently working on building of a complete language model for the French 
language. By language model, we mean, that for each word in the French lexicon, we 
will know the relative frequency of this word on the web, the words with which it 
enters into syntactic relations with their relative frequency (for example, how many 
times in 1 million words we found the subject-verb relation dog-barks), the noun 
phrases that contain the word (with their relative frequencies) and the words that are 
most often found around the word (within windows of 5 or 10 words). 

The steps involved in building the language model are the following. (Step 1) produce 
a wordlist for your language. We start with a list of surface forms for the language. We 
already possessed a full form lexicon for French. For other languages see 
http://borel.slu.edu/crubadan/stadas.html, Kevin Scannel’s which gives statistics of 
lexicons generated from his web crawler An Crúbadán. Decompiling ISPELL lexicons 
http://lasr.cs.ucla.edu/geoff/ispell-dictionaries.html can be another source of word 
forms.  (Step 2) Gather URLs that cover your language. For each word in the lexicon, 
send off a web query to a search engine. To avoid interlingual homographs, anchor the 
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query in your language using common words. For French, we sent off queries for pages 
that contained each word we were looking for, plus the common French words “et” 
“le” “la” “que” “pour”. In this manner, we collected 4 million URLs that covered the 
French language. This set of URLs is the seed for a web crawl. This step also produces 
the relative frequency of each mot in the language (in terms of web pages, which is a 
good approximation of real frequency for non stopwords) (Step 3) Fetch pages. Using 
this list, we fetch pages using the Unix tool wget, verify the encoding and recode the 
text in UTF8 using the Unix tools file and recode, and then use lynx to extract the 
textual part of the page. This text is sent to a language identifier [2], and French pages 
are retained. We found as a general rule that 75% of our URLs fetched in step (2) 
above produce text that we can exploit. The others have either disappeared, timed out 
(2 sec), contain non French text, or are empty. (Step 4) For each downloaded text, we 
then tokenize, morphologically analyze, lemmatize, and perform dependency extraction 
[3]. All noun phrases containing a word are linked to that word. We also extract all non 
stopwords found in windows of 5 and 10 words on each word, as well as typed named 
entities (places, people, etc.)  For example, from the sentence “verify once again the 
spigot angle and tighten the nut” we extract the following information noun-
modifier(spigot,angle), verb_object(verify angle), verb_object(tighten nut) and the phrase (spigot 
angle) as well as other information detailed in [4].  

These pieces of information about each word (the other words with which it is in dependency 
relations, the longer phrases that it appears in, and the words most often found near it) give a 
picture of the word, similar to the Word Sketches produced in [5], but derived from the web for 
the entire vocabulary of the language. 

The tools we are developing are generic and can be applied to any language for which low-level 
parsers exist. See http://www.alias-i.com/lingpipe/web/competition.html for list of such parsers 
for other languages.  

The purpose of creating a large scale model will be both as a tool for natural language 
processing tasks (choosing between alternatives in machine translation or speech 
transcriptions), as well as determining how different parts of the world fit together  
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Integrating Text Mining and Link
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Abstract. The performance of unsupervised clustering and classification of knowl-
edge fields is significantly improved by deeply merging textual contents with net-
work structure.

We present a hybrid clustering method based on Fisher’s inverse chi-square,
which exploits information from both the text and graph worlds. It is complemented
with a dynamic strategy of tracking clusters through time in order to unravel the
structure and evolution of knowledge fields.

Keywords. Dynamic hybrid clustering, Fisher’s inverse chi-square method

Introduction

The increased dissemination and consultation of huge amounts of information via the In-
ternet and other communication channels, as well as the availability of personal informa-
tion in several large-scale databases, lead to tremendous opportunities to improve intel-
ligence gathering, profiling, and knowledge discovery processes. Paramount challenges
still remain, however.

1. Overview

We show that accuracy of clustering and classification of knowledge fields is enhanced
by incorporation of text mining and link analysis [1]. Both textual and link-based ap-
proaches have advantages and intricacies, and both provide different views on the same
interlinked data set. In addition to textual information, links constitute huge networks that
yield additional information. We integrate both points of view and show how to improve
on existing text-based and link-based methods.

Firstly, we present the use of large-scale text mining techniques for information re-
trieval and for mapping of knowledge embedded in text. We demonstrate our text min-
ing framework and a semi-automatic strategy to determine the number of clusters in an
interlinked document set.

1Corresponding Author: Frizo Janssens, Katholieke Universiteit Leuven, Department of Electrical
Engineering ESAT/SCD-SISTA, Kasteelpark Arenberg 10, B-3001 Leuven, Belgium; E-mail:
frizo.janssens@esat.kuleuven.be.
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Figure 1. Example of distance integration by using Fisher’s inverse chi-square method. All text-based and
link-based document distances in Dt and Dbc are transformed to p-values with respect to the cumulative
distribution function of distances for randomized data. For randomization, term occurrences (and citations)
are randomly shuffled between documents, while maintaining the average characteristic document frequency
of each term. This randomization is a necessary condition for having valid p-values. In our setting, a p-value
means the probability that the similarity of two documents could be at least as high just by chance. An integrated
statistic pi can be computed from the p-values for the textual data (p1) and for the link data (p2) by application
of Fisher’s omnibus. The ultimate matrix with integrated p-values is the new integrated document distance
matrix that can be used in clustering or classification algorithms.

Secondly, we focus on analysis of large networks that emerge from many relation-
ships between individuals or between facts. These networks are analyzed with techniques
from bibliometrics and graph theory in order to rank important and central ideas or social
leaders, for clustering or partitioning, and for extraction of communities.

Thirdly, we substantiate the complementarity of text mining and graph analytic
methods and propose schemes for the sound integration of both worlds (see Figure 1 for
an example). The performance of unsupervised clustering and classification significantly
improves by deeply merging textual content with network structure. We develop a clus-
tering method based on statistical meta-analysis, which significantly outperforms text-
and link-based solutions.

Finally, we devise a methodology for dynamic hybrid clustering of evolving data
sets by matching and tracking clusters through time [2]. The integrated dynamic stance
allows for a better interpretation of the structure and evolution of knowledge fields.
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Using linguistic information
as features for text categorization

Arturo MONTEJO-RÁEZ 1, Luis Alfonso UREÑA-LÓPEZ,
Miguel Ángel GARCÍA-CUMBRERAS and José Manuel PEREA-ORTEGA

University of Jaén, Spain

Abstract. We report on some experiments using linguistic information as addi-
tional features as part of document representation. The use of linguistic features on
several information retrieval and text mining tasks is a hot topic, due to the polarity
of conclusions encountered by several researchers. In this work, extracted informa-
tion of every word like the Part Of Speech, stem and morphological root have been
combined in different ways for experimenting on a possible improvement in the
classification performance and on several algorithms. Our results show that certain
gain can be obtained when these varied features are combined in a certain man-
ner, and that these results are independent from the set of classification algorithms
applied or the evaluation paradigm chosen, providing certain consistency to our
conclusions in text categorization on the Reuters-21578 collection.

Keywords. Automatic text categorization, linguistic features, document representation

Introduction

We report on some experiments using linguistic information as additional features in a
classical Vector Space Model [1]. Extracted information of every word like the Part Of
Speech and stem, morphological root have been combined in different ways for exper-
imenting on a possible improvement in the classification performance and on several
algorithms, like SVM[2], BBR[3] and PLAUM.

The inclusion of certain linguistic features as additional data within the document
model is being a subject of debate due to the variety of conclusions reached. This work
exposes the behavior of a text categorization system when some of these features are
integrated. Our results raise several open issues that should be further studied in order to
get more consistent conclusions on the subject. Linguistic features may be useful or not
depending on the task, the language domain, or the size of the collection. Nevertheless,
we focus here on a very specific aspect: the way we combine features is also crucial for
testing its effectiveness.

Automatic Text Classification (TC), or Automatic Text Categorization as it is also
known, tries to relate documents to predefined set of classes. Extensive research has been
carried out on this subject [4] and a wide range of techniques are applicable to solve
this task: feature extraction [5], feature weighting, dimensionality reduction [6], machine

1Corresponding Author: Universidad de Jaén, Jaén 23071, Spain; E-mail: amontejo@ujaen.es.
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learning algorithms and more. Besides, the classification task can be either binary (one
out of two possible classes to select), multi-class (one out of a set of possible classes)
or multi-label (a set of classes from a larger set of potential candidates). In most cases,
the latter two can be reduced to binary decisions [7], as the algorithm used does in our
experiments [8]. This is the reason why machine learning algorithms have been playing
a central role in TC.

In order to do machine learning when dealing with documents, a proper representa-
tion of the document has to be built. So far, the most common strategy is to follow the
bag of words approach, where words from the document are extracted, transformed in
some way and then weighted according to their frequency of use within the document. In
this manner, documents are represented as vectors, where each dimension corresponds
to the weight of a given term (i.e. a lemmatized word or a multi-word mainly) in the
document.

Due to the large amount of terms within any vocabulary, reduction strategies must
be applied in order to reduce the dimensionality of these document vectors. For dimen-
sion reduction there are also several solutions, which we can broadly classify into two
main approaches: feature selection and feature transformation. The former relies upon
mechanisms that discard non relevant features in some way [5], [6], [9], while the second
one is related to methods using representation in reduced dimension feature spaces, such
as term clustering approaches [10] or Latent Semantic Indexing [11].

This work focuses on the early phase of document representation, deciding which
information from the document is extracted as features. In a step forward to the bag of
words, we study how some of the output data that we can obtain from Natural Language
Processing (NLP) methods can enrich document representation by evaluating a text cat-
egorization problem as a proof of concept.

1. Considering linguistic features

In Natural Language Processing, the document is a source of valuable information re-
lated to the different levels of analysis that can be performed on a given text. Nowadays,
several linguistic tools are available for analyzing our documents content and extracting
lexical and syntactic information, along with emerging and more abstract information at
semantic level. Some of the information that can be considered as available from text
by applying NLP could be the morphological root of word (e.g. construct as replace for
constructed; more examples in table1), a multi-word term (e.g. noun phrases like tropical
plant), the resolution of anaphora (e.g. Sara was playing cards with John and she asked
him to leave could be replaced by Sara was playing cards with John and Sara asked John
to leave), part-of-speech (POS) analysis (e.g. I (Pronoun) told (Verb) you (Pronoun)),
semantic roles, dependency trees as result of shallow parsing, and named entities (e.g.
United Nations as a unique term).

Our hypothesis is that adding data from a higher level of abstraction will enrich our
feature space with additional information whenever this data is related in some way. We
believe this is due to the fact that information derived from base data by more abstracted
reasoning incorporates new information, as that reasoning is performed on heuristics
and knowledge beyond the scope of the problem domain (i.e. the explicit content of the
document). That is, the knowledge behind NLP tools is aggregated to new features and
should, therefore, be exploited by the system.

A. Montejo-Ráez et al. / Using Linguistic Information as Features for Text Categorization246



original word morphological root stem

communications communication commun

decided decide decid

becoming become becom

bought buy bought

Table 1. Examples of obtained stems and morphological roots

Now the question is: how to incorporate this abstract information, to the Salton’s
Vector Space Model in a blind way? We can find previous research on applying NLP to
text categorization successfully in the work by Sable, McKeown and Church [12], but
their method is based on a careful consideration and combination of linguistic features.
Our concern is on adding some linguistic features as additional information into a tra-
ditional bag-of-words representation with no further processing. Of course, every possi-
ble combination of linguistic features is not considered here. Our goal is rather to prove
that some of them could lead to certain enhanced versions of document representation.
This assertion argues against some previous related work, like the one by Moschitti and
Basili [13], but is consistent with the conclusions given by Bigert and Knutsson [14]
and Pouliquen et al [15]. In this last work, the authors explored the possible benefits of
incorporating stop-word removal, multi-word detection and lemmatisation, concluding
that these were very limited in the case of multi-word treatment and lemmatization, but
a remarkable one when eliminating stop-words.

Moschitti and Basili’s research [13] incorporates POS tags, noun senses and com-
plex nouns (multi-words) as features for text categorization. These enriched document
representations have been generated and tested on Reuters-215782, Ohsumed3 and 20-
NewsGroups4 benchmark collections. They found worthless improvements. We think
that some possible combinations were missing, while in our research such combinations
are studied.

2. Experiments

In this section, the algorithm applied for multi-label classification is introduced along
with the description of the data preparation phase and the results obtained in the designed
experiments.

2.1. Multi-label classifier system

In the Adaptive Selection of Base Classifiers (ASBC) approach [16] we basically train a
system using the battery strategy (many classifiers working together independently), but
(a), we allow tuning the binary classifier for a given class by a balance factor, and (b)
we provide the possibility of choosing the best of a given set of binary classifiers. To this
end, the algorithm introduces a hyper-parameter α parameter resulting in the algorithm
given in figure 1. This value is a threshold for the minimum performance allowed to a
binary classifier during the validation phase in the learning process, although the class

2http://www.daviddlewis.com/resources/testcollections/reuters21578/
3http://trec.nist.gov/data/filtering/
4http://people.csail.mit.edu/jrennie/20Newsgroups/
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still enters into the evaluation computation. If the performance of a certain classifier (e.g.
F1 measure, described in next section) is below the value α, meaning that the classifier
performs badly, we discard the classifier and the class completely. By doing this, we may
decrease the recall slightly (since less classes get trained and assigned), but we potentially
may decrease computational cost, and increase precision. The effect is similar to that of
the SCutFBR [17]. We never attempt to return a positive answer for rare classes. In [16],
it is shown how this filtering saves us considering many classes without important loss
in performance.

Input:
a set of training documents Dt

a set of validation documents Dv

a threshold α on the evaluation measure
a set of possible label (classes) L,
a set of candidate binary classifiers C

Output :
a set C ′ = {c1, ..., ck, ..., c|L|} of trained
binary classifiers

Pseudo code:
C ′ ← ∅

for-each li in L do
T ← ∅

for-each c j in C do
train-classifier(c j , li , Dt )
T ← T ∪ {c j }

end-for-each
cbest ← best-classifier(T , Dv )
if evaluate-classifier(cbest) > α

C ′ ← C ′ ∪ {cbest}

end-if
end-for-each

Figure 1. Adaptive Selection of Base Classifiers algorithm

The binary base classifiers selected within our experimental framework have been:
Support Vector Machines (SVM) [2] under its implementation in the SVM-Light pack-
age5, Logistic Bayesian Regression [3] using the BBR software6 and the Perceptron
Learning Algorithm with Uneven Margins [18] implemented natively in the TECAT
package (which itself implements the whole ASBC multi-label strategy)7. All base clas-
sifiers have been configured with default values.

5Available at http://svmlight.joachims.org/
6Available at http://www.stat.rutgers.edu/ madigan/BBR/
7Available at http://sinai.ujaen.es/wiki/index.php/TeCat
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Table 2. Contingency Table for i Category

YES is correct NO is correct

YES is assigned ai bi

NO is assigned ci di

2.2. Evaluation Measures

The effectiveness of a classifier can be evaluated with several known measures [22]. The
classical “Precision" and “Recall" for Information Retrieval are adapted to the case of
Automatic Text Categorization. From categorizing test documents using a trained sys-
tem, a contingency table is completed (Table 2), and then the precision and recall are
calculated following equations 1 and 2.

Pi =
ai

ai + bi
(1)

Ri =
ai

ai + ci
(2)

On the other hand, the precision and recall can be combined using the F1 measure:

F1(R, P) =
2P R

P + R
(3)

In order to measure the average performance of a system, three measures can
be used: micro-averaged precision Pμ, macro-averaged precision in a document basis
Pmacro−d and macro-averaged precision in a category basis Pmacro−c.

Pμ =

∑K
i=1 ai∑K

i=1(ai + ci )
(4)

Pmacro =

∑K
i=1 Pi

K
(5)

where K is the number of categories or the number of documents depending on the
basis used.

Recall and F1 measures are computed in a similar way. In our experiments we have
used these measures in order to prove the effectiveness of the studied system.

2.3. Data preparation

The data used was the “ModApte” split of the Reuters-215788 collection, a dataset well
known to the research community devoted to text categorization problems [19]. This
collection contains 9,603 documents in the training set, while the test set is composed

8Prepared by David D. Lewis. The collection is freely available from the web page
http://www.research.att.com/˜lewis/reuters21578.html
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of 3,299 documents. Each document is assigned to an average of slightly more than 2
classes. Documents contain little more than one hundred words per document.

In order to verify the contribution of the new features, we have combined them
to be included into the vector space model by preprocessing the mentioned collection
through some of the analysis tools available in the GATE architecture9 [20]. Thus, we
have generated enriched collections in the following ways:

1. word (w): a corpus with just plain text without any additional parsing has been
used as base case

2. stem (s): each word has been transformed by applying the classical Porter’s
Stemmer algorithm [21]

3. root (r): instead of words, we consider their lexical roots
4. stem+POS (s+p): stems are, in this corpus, attached to their identified Part-Of-

Speech, thus, each feature is a pair stem-POS (represented in our naming con-
vention by a “+” sign)

5. word+POS (w+p): every word is attached to the associated POS tag
6. root+POS (r+p): every lexical root is attached to the associated POS tag
7. word-root-stem-pos (w-r-s-p): finally, a corpus every all previous features

are in the document as independent features

2.4. Results

When evaluating text categorization, micro-averaged measures have been traditionally
chosen as indicators of system quality. In multi-label text categorization we could also
consider the possibility of using two additional indicators: macro-averaged measures by
document and macro-averaged measures by class. These two are totally different and
depending on how we want to apply our system, this choice may be crucial to really un-
derstand the performance of a proposed solution. In this way, macro-averaged precision
by document, for instance, will tell us about how precise the labels are that we assign to
every single document. On the other hand, macro-averaged precision by class will tell
us how precise we are in assigning classes to documents in general. Certain differences
arise since most of the classes are normally seldom assigned to most of the documents
(there are many rare classes in real classification systems). Therefore, macro-averaging
by document is an interesting indicator when the system is intended for individual docu-
ment labeling. Of course, the counterpoint here is that if we are good with most frequent
classes, then macro-averaged measurements by document will report good results, hiding
bad behavior on rare classes, even when rare classes may be of higher relevance, since
they are better discriminators when labels are used for practical matters. In our study,
these three evaluation paradigms have been included.

In tables 3, 4 and 5, F1, precision and recall measurements on all the experiments
run are shown. The best results obtained according to the algorithm used have been high-
lighted in cursive. The results in bold represent the feature combination that reported best
performance on each algorithm and each of the three evaluation paradigms considered.

We can draw some conclusions from these evaluation measurements. The main one,
that the winning feature combination turned out to be w-r-s-p. The use of the morpho-
logical root performs better than using stemming in general, although without noticeable

9Available at http://gate.ac.uk
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F1 w r r+p s s+p w+p w-r-s-p

SVM avg 0.8211 0.8302 0.8224 0.8283 0.8234 0.8233 0.8358

SVM dAVG 0.8040 0.8212 0.8065 0.8194 0.8060 0.8086 0.8268

SVM cAVG 0.4345 0.4984 0.4673 0.4979 0.4979 0.4637 0.5208

BBR avg 0.8323 0.8367 0.8358 0.8305 0.8345 0.8323 0.8384

BBR dAVG 0.8323 0.8367 0.8358 0.8305 0.8345 0.8323 0.8384

BBR cAVG 0.4972 0.5696 0.5201 0.5648 0.5134 0.5046 0.5759

PLAUM avg 0.8337 0.8392 0.8388 0.8323 0.8384 0.8392 0.8412

PLAUM dAVG 0.8238 0.8375 0.8362 0.8253 0.8376 0.8376 0.8392

PLAUM cAVG 0.5323 0.6015 0.5531 0.5842 0.5528 0.5460 0.6126

Table 3. Combined F1 measurements on different algorithms and feature sets

Precision w r r+p s s+p w+p w-r-s-p

SVM avg 0.9277 0.9150 0.9226 0.9147 0.9269 0.9263 0.9212

SVM dAVG 0.8195 0.8364 0.8220 0.8354 0.8219 0.8253 0.8420

SVM cAVG 0.6933 0.7302 0.6997 0.7302 0.7176 0.7034 0.7614

BBR avg 0.9204 0.8956 0.9068 0.8873 0.9065 0.9107 0.9022

BBR dAVG 0.8348 0.8450 0.8421 0.8393 0.8400 0.8380 0.8441

BBR cAVG 0.7583 0.7948 0.7594 0.8005 0.7585 0.7420 0.8170

PLAUM avg 0.9142 0.8935 0.8992 0.9014 0.8959 0.9016 0.8937

PLAUM dAVG 0.8368 0.8469 0.8472 0.8366 0.8474 0.8477 0.8476

PLAUM cAVG 0.7532 0.7997 0.7804 0.8008 0.7718 0.7679 0.8139

Table 4. Combined precision measurements on different algorithms and feature sets

Recall w r r+p s s+p w+p w-r-s-p

SVM avg 0.7364 0.7598 0.7418 0.7569 0.7407 0.7410 0.7650

SVM dAVG 0.8033 0.8223 0.8064 0.8199 0.8050 0.8075 0.8277

SVM cAVG 0.3448 0.4113 0.3777 0.4097 0.3783 0.3707 0.4280

BBR avg 0.7596 0.7851 0.7752 0.7806 0.7730 0.7663 0.7830

BBR dAVG 0.8228 0.8444 0.8362 0.8396 0.8337 0.8302 0.8413

BBR cAVG 0.3996 0.4800 0.4301 0.4766 0.4234 0.4122 0.4848

PLAUM avg 0.7663 0.7911 0.7860 0.7730 0.7878 0.7849 0.7946

PLAUM dAVG 0.8279 0.8458 0.8440 0.8307 0.8466 0.8447 0.8477

PLAUM cAVG 0.4412 0.5220 0.4691 0.4999 0.4676 0.4598 0.5359

Table 5. Combined recall measurements on different algorithms and feature sets

performance differences. This can explain why people still apply stemming algorithms,
which are easier to implement. Categorization results do not seem to improve when us-
ing stems and roots as replacement for words without morphological normalization, al-
though they are useful to reduce the feature space. On the other side, when combined,
categorization performance improves. This makes us think that there exist synergistic
dependencies among them.

In order to validate these observations, statistical significance has been computed
by applying a two-tailored Wilcoxon test on the obtained results. This test is the non-
parametric equivalent of the paired samples t-test. This implies the assumption that both
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distributions are symmetrical, in which case the mean and medians are identical. Thus,
the null hypothesis (usually represented by H0) considers that for the two distributions
the median difference is zero.

Distributions have been generated for each feature combination and for each evalu-
ation measure. Thus, at each evaluation measure we have 60 values (3 algorithms mul-
tiplied by 30, the measurements obtained for the 30 most frequent categories). In tables

test) comparing each possible pair of feature combinations. Values related to statistically
significant differences are shown in bold (i.e. those p-values below 0.05).

Precision w r s w+p r+p s+p w-r-s-p

w 0.50000000 0.99975792 0.99999722 0.99795972 0.99996494 0.99871684 0.99879193

r 0.00024208 0.50000000 0.99120325 0.00191301 0.21569861 0.08772633 0.28198043

s 0.00000278 0.00879675 0.50000000 0.00025781 0.02299721 0.01308712 0.01383293

w+p 0.00204028 0.99808699 0.99974219 0.50000000 0.94710365 0.78149820 0.97230034

r+p 0.00003506 0.78430139 0.97700279 0.05289635 0.50000000 0.01874444 0.58880332

s+p 0.00128316 0.91227367 0.98691288 0.21850180 0.98125556 0.50000000 0.83800353

w-r-s-p 0.00120807 0.71801957 0.98616707 0.02769966 0.41119668 0.16199647 0.50000000

Table 6. Two-tailored Wilcoxon test over Precision

Recall w r s w+p r+p s+p w-r-s-p

w 0.50000000 0.00000004 0.00000041 0.03389618 0.00003132 0.00013093 0.0000000001

r 0.99999996 0.50000000 0.69496983 0.99999625 0.99945972 0.99992046 0.21925151

s 0.99999959 0.30503017 0.50000000 0.99998501 0.99785479 0.99985558 0.07531379

w+p 0.96610382 0.00000375 0.00001499 0.50000000 0.00019374 0.00856058 0.00000009

r+p 0.99996868 0.00054028 0.00214521 0.99980626 0.50000000 0.59073375 0.00002613

s+p 0.99986907 0.00007954 0.00014442 0.99143942 0.40926625 0.50000000 0.00000146

w-r-s-p 1.00000000 0.78074849 0.92468621 0.99999991 0.99997387 0.99999854 0.50000000

Table 7. Two-tailored Wilcoxon test over Recall

F1 w r s w+p r+p s+p w-r-s-p

w 0.50000000 0.00005713 0.00071825 0.30361848 0.00924403 0.00698185 0.00000046

r 0.99994287 0.50000000 0.95565518 0.99969308 0.99808699 0.99932684 0.16276175

s 0.99928175 0.04434482 0.50000000 0.99728397 0.98571432 0.99709336 0.01274590

w+p 0.69638152 0.00030692 0.00271603 0.50000000 0.00760854 0.01334894 0.00000191

r+p 0.99075597 0.00191301 0.01428568 0.99239146 0.50000000 0.29375643 0.00016408
s+p 0.99301815 0.00067316 0.00290664 0.98665106 0.70624357 0.50000000 0.00002037

w-r-s-p 0.99999954 0.83723825 0.98725410 0.99999809 0.99983592 0.99997963 0.50000000

Table 8. Two-tailored Wilcoxon test over F1

Regarding precision, the use of the original text without processing is the best option.
But in terms of recall and F1, root and stem features may be preferred. Although root
and w-r-s-p combination show similar results, from the p-value of the second one over
the first one, we can observe that w-r-s-p is close to overperform root with statisticall
significance.

6, 7, 8 we have the p-values obtained using the two-tailored signed rank test (Wilcoxon
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3. Conclusions and future work

Our results show that certain linguistic features improve the categorizer’s performance,
at least on Reuters-21578. A text classification system shows many degrees of freedom
(different tuning parameters), and small variations can produce big deviations, but from
the results above, it is clear that for any of the algorithms selected and on any of the eval-
uation paradigms, the feature combination word-root-stem-pos produces better results,
but with small improvements compared to the other feature combinations, like morpho-
logical root, according to the F1 measure.

Though the gain in precision and recall is not impressive, we believe that further
research has to be carried out in this direction, and we plan to study different integration
strategies, also considering additional features like named entities, term lists and addi-
tional combinations of all these features in the aim of finding more synergy. Also, the
impact of such information may be higher for full texts than short fragments of Reuters-
21578 texts. Collections like the HEP [23] or the JRC-Acquis [24] corpora will be used
to analyze this possibility.

At this final point, we would like to underline relevant issues regarding the usage
of linguistic features that should also be studied. Some languages (Slavonic languages
and Finno-Ugric) are more highly inflected, i.e. there are more variations for the same
lemma than, for example, in English. Another important issue is the trade-off between
possible errors in the generation of these features by the linguistic tools used and the
benefit that their inclusion can produce on the final document representation. Word sense
disambiguation may introduce more noise into our data. Also, the stemming algorithm,
may perform badly in texts of specialized domains and may harm the final categorization
results. Finally, the size of the collection, the length of the document and other charac-
teristics of the data can determine whether the inclusion of certain features is useful or
not. Therefore, many questions remain open and the research community still has work
to do on this topic.
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Abstract. Statistical, data mining, machine learning and other data analytic tools 

are important weapons in the battle against fraud.  The fraud environment is 

reviewed and the magnitude of fraud described.  Banking fraud, and especially 

plastic card fraud, is examined in detail.  Tools for evaluating fraud detection 

systems are described and different classes of detection methods are outlined.  To 

illustrate, the novel method of peer group analysis is described in detail, and 

illustrated in real applications. 
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Introduction 

The Concise Oxford Dictionary defines fraud as ‘Criminal deception; the use of false 

representations to gain an unjust advantage.’  Such ‘false representations to gain an 

unjust advantage’ are old as humanity itself - older if one thinks of innumerable 

examples in which animals try to trick each other.  Animal camouflage provides just 

one example.  As far as humans are concerned, fraud occurs in all areas of life, 

although the motivations may differ.  Perhaps the most common motivation is financial 

gain.  This applies to banking fraud, telecommunications fraud, insurance fraud, health 

care fraud, internet fraud, etc.  In other areas, however, the objective might be 

increased power (e.g. electoral fraud) or influence and reputation (e.g. scientific fraud).  

Sometimes motivations are mixed together: low level credit card fraud is used to fund 

terrorist organisations, but the financial objective is secondary to the ideological 

objective. 

There are various social aspects to limiting and managing fraud.  For example, a 

bank, which relies on the confidence of its investors in order to do business, might be 

unwilling to admit to being a target of fraud.  Of course, since all banks are so targeted, 

one might be suspicious of any bank which denied suffering from fraud, to the extent 

of wondering what they had to hide.  Complementary to that, if a bank is known to 

have highly effective fraud detection systems, and is known to rigorously pursue 

1

 Corresponding Author: David Weston, The Institute for Mathematical Sciences, 53 Prince’s Gate, South 

Kensington, London, SW7 2PG, U.K.; E-mail: david.weston@imperial.ac.uk.  

Mining Massive Data Sets for Security
F. Fogelman-Soulié et al. (Eds.)
IOS Press, 2008
© 2008 IOS Press. All rights reserved.
doi:10.3233/978-1-58603-898-4-257

257



fraudsters, then perhaps it is less likely to be a fraud target.  And this applies even if a 

bank is not known to have such systems, but is merely believed to have them.  

Reputation is all.   

Related to these points are aspects of the economic imperative.  It is not worth a 

bank spending $200m to stop $20m of fraud (provided potential losses due to damage 

to reputation, etc, are factored in).  On a smaller scale, this principle manifested itself in 

a letter to the London Times on 13th August 2007, which said: ‘I was recently the 

victim of an internet fraud.  The sum involved was several hundred pounds.  My local 

police refused to investigate, stating that their policy was to investigate only for sums 

over £5000.’  This has disturbing implications, not only for the amount of fraud 

perpetrated, but also for the message it gives and for society as a whole.  It suggests 

that a certain background level of fraud is almost being officially sanctioned. 

Another, related, aspect of the economic imperative is the fact that (figuratively 

speaking) the first 50% of fraud is easy to stop, the next 25% takes the same amount of 

effort, the next 12.5% the same again, and so on, so that one can never stamp out all 

fraud.  It is, again, a matter of deciding where to draw the line. 

Finally, as far as economics goes, the resources available for fraud detection are 

always limited.  In the UK about 3% of police resources are spent on fraud, and this 

will not increase.  The police have other problems to deal with - although, as indicated 

by the comment on terrorism above, they are often linked. 

The upshot of all this is that, if we cannot outspend the fraudsters, we must 

outthink them.  We need to bring sophisticated modern technologies to bear, such as 

the detection technologies discussed in this paper. 

Turning to these technologies, there are several problems with which they must 

contend.  Firstly, fraud data sets are typically very large, certainly in terms of number 

of cases (transactions, accounts, etc) and often in terms of number of variables 

(characteristics of accounts and account holders, descriptors of transactions, etc.).  

Most of the variables will be irrelevant to classifying a case as fraudulent or not, and 

most of the cases will not be fraudulent.  Indeed, the balance between fraudulent and 

non-fraudulent cases is often so dramatic (e.g. of the order of 1:1000 in credit card 

transactions) that it is a classic needle in a haystack data mining problem. 

Things are further complicated by the dynamic nature of fraud.  In general, the 

underlying domain evolves over time.  Our forefathers did not have to worry about 

credit card fraud, phishing, pharming, 419 fraud, or telecommunications fraud because 

the technologies did not exist.  The economic climate changes, encouraging some 

people to take the risks of fraud, or to take advantages of opportunities for fraud.  The 

political climate also changes.  Worse still, fraud evolves in a reactive way.  This is 

sometimes called the ‘waterbed’ effect, and refers to the fact that, when certain kinds of 

fraud are prevented (perhaps by improved detection strategies) the fraudsters typically 

switch to another mode: push it down in one place and up it pops in another.  Most 

financial fraud is perpetrated by gangs, and they are not likely to abandon their whole 

enterprise merely because one mode of fraud has been stopped.  We shall have more to 

say about these issues, in the context of credit card fraud, below. 

The temporal aspect of fraud also manifests itself in the need for quick detection in 

many applications.  Ideally, an attempt to use a credit card fraudulently would be 

detected immediately, in time for the transaction to be prevented.  Certainly, a detector 

which took months to determine that a fraud had been committed would be of limited 

value.  Timeliness is very important. 

D.J. Hand and D.J. Weston / Statistical Techniques for Fraud Detection, Prevention and Assessment258



The effectiveness of fraud detection systems can be enhanced by integrating data 

from a variety of sources.  However, this carries its own dangers, such as that of 

disclosure risk leading to identity theft.  Moreover, data integration aggravates the high 

dimensionality, many variables problem, as well as increasing the risk of introducing 

errors.  Errors in fraud detection systems can be serious.  While it is crucial to minimise 

the number of frauds misclassified as legitimate, the opposite error of misclassifying a 

legitimate case (account, account holder, transaction, etc) as fraudulent also carries a 

cost in terms of the bank’s reputation.  We also discuss such matters in more detail 

below. 

The sources of data for fraud detection depend very much on the domain, and so 

does the nature of the data.  Numerical data are common, but image data (face 

recognition, numberplate recognition), text data (health insurance data), and other types 

are increasingly important. 

Needless to say, the use of multiple sources of data, and the storage of large 

databases describing individuals and their behaviour, raises issues of civil liberties.  

Unfortunately, we do not have space to go into these in this article. 

Reviews of statistical and other approaches to fraud detection are given in [1,2,3]. 

Section 1 of the paper examines how large is the fraud problem - a far from 

straightforward question.  Section 2 focuses down on banking fraud.  Before effective 

fraud detection systems can be developed, it is necessary to know what one means by 

‘effective’ - to develop criteria by which methods may be assessed - and Section 3 

examines such criteria.  Section 4 then gives a lightning review of the strengths and 

weaknesses of the main classes of methods.  One particular method, a novel approach 

called peer group analysis is described and illustrated in detail in Section 5. 

1. How Big is Fraud 

Determining the extent of fraud is extremely difficult, for a variety of reasons.  Often 

the definition of what constitutes fraud is ambiguous.  This may be because of intrinsic 

uncertainty about the underlying motive or because of administrative approaches to 

classification.  For example, someone who declares bankruptcy or claims their credit 

card has been stolen may be doing so legitimately, or may be perpetrating a fraud, and 

we are unlike ever to know which was the motive.  In administrative terms, theft from 

an ATM may be classified as theft, but could equally well be classed as fraud.  The 

news media, which seem to prefer bad news over good, have a tendency to 

preferentially report larger figures.  For example, [4] give a range of £6.8 billion to 

£13.8 billion for fraud in the UK, but the news reports focuses almost without 

exception on the larger figure.  Furthermore, as we have already noted, the fraud 

environment changes rapidly, and in a reactive way, so that the figures of [4] are now 

very out of date.  They are likely to be underestimates, if only because the economy has 

grown.  Complicating things is the fact that fraud, by definition, may be slow in being 

discovered, or may not be discovered at all.  Estimating the size of fraud is very much a 

case of estimating the size of an iceberg, which is largely hidden from sight.  Finally, 

there are different kinds of loss.  There is the immediate loss due to the fraud, the cost 

of detection and prevention strategies, the cost of lost business while systems are 

rebuilt (or a card is replaced), the opportunity cost, and the deterrent effect on the 

spread of e-commerce.  [5] have explored these various issues in the context of fraud in 

the UK. 
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Table 1. Fraud and money laundering figures from the  U. S. Department of Justice, Federal Bureau of 

Investigation, Financial Crimes Report to the Public, Fiscal Year 2006, [7]. 

 Cases Convictions Recoveries Fines

 $m $m 

Corporate Fraud 490 124 42 14

Securities and Commodities 

Fraud 1,165 164 21 81 

Health Care Fraud 2,423 534 1,600 173

Mortgage Fraud 818 204 1 231

Identity Theft 1,255 405 4 1

Insurance Fraud 233 54 3 -

Mass Marketing Fraud 147 44 - 87

Asset Forfeiture/Money 

Laundering

473 95 3 - 

Total 7,004 1,624 1,674 587 

Despite all these difficulties, various values have been given for fraud losses.  In 

the UK, estimates range from the £7 billion lower estimate of [4] to a huge £72 billion 

estimate from [6]. In the US, the Association of Certified Fraud Examiners has 

estimated that US organisations lose 5% of their annual revenues to fraud, so that, 

applying this figure to the estimated 2006 US GDP yields ‘approximately £652 billion 

in fraud losses’.  In the US, the FBI is responsible for investigating fraud.  [7] says 

‘These crimes are characterized by deceit, concealment, or violation of trust, and are 

not dependent upon the application or threat of physical force or violence. Such acts are 

committed by individuals and organizations to obtain personal or business advantage. 

The FBI focuses its financial crimes investigations on such criminal activities as 

corporate fraud, health care fraud, mortgage fraud, identity theft, insurance fraud, mass 

marketing fraud, and money laundering.’  [7] gives figures for their investigations, 

reproduced in Table 1.  If the gross estimates above are anything to go by, a huge 

amount of fraud goes unpunished. 

Taking this down to a personal level, the specific problem of identity theft is one 

which has received substantial media coverage in recent years.  In identity theft 

fraudsters acquire sufficient information about you to pass themselves off as you - in 

obtaining credit cards, telecoms services, bank loans, and even mortgages and 

apartment rentals.  Even worse, they will give your name and details if charged with a 

crime.  This leaves you with the debts and problems to sort out.  Figures suggest that 

there were around 10 million victims of identity theft in the US in 2003, with an 

average individual loss of around $5,000, and that it can take up to two years to sort out 

all the problems (clearing credit records, etc) and reinstate one’s reputation after the 

theft has been detected. 
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2. Fraud in Banking 

Banking fraud has many aspects, ranging from money laundering to credit card fraud.  

In this paper our main focus will be personal banking fraud, involving such things as 

credit cards, mortgages, car finance, personal loans, current accounts, savings accounts, 

etc, and we will be especially concerned with plastic card fraud. 

Plastic card fraud detection problems have a number of characteristic features in 

addition to the data characteristics of large dimensionality, many cases, lack of balance, 

and reactive population drift mentioned above.  In particular, the costs of the different 

kinds of misclassification are different, there are many different ways of committing 

card fraud, there is a delay in learning the true class labels, the transaction arrival times 

are random, and objects may have incorrect labels. 

The lack of balance means that one has to be very careful about how detection 

methods are evaluated.  In particular it is possible to have very high sensitivity and 

specificity levels (say, each 0.99) with a very low true fraud rate amongst those 

classified as fraud (0.09, if the prevalence of fraud is 0.001).  This matters because 

operational decisions must be made on the basis of the detection classification, and one 

does not want to irritate perfectly good customers by blocking their account.  (Though, 

to some extent this is compensated for by the fact that, up to a point, customers are 

pleased to see that the bank is monitoring potential fraud.) 

If the detector indicates a potential fraud, then the true class is learned essentially 

immediately (a phone call to the account holder).  However, if the detector does not 

raise the alarm, then the true class is not determined until later - for example, until the 

account holder studies their monthly statement.  This leads to selectivity bias: more 

suspicious transactions are more likely to be fraudulent, and they are also more likely 

to have their true class known.  Related to this is the fact that a bank cannot always say 

for certain when a sequence of fraudulent transactions commenced. 

Fraudulent transactions may be mislabelled as legitimate because the account 

holder fails to check their statement sufficiently rigorously.  There are also further 

subtleties which make this problem rather different from the classic supervised 

classification paradigm.  For example, in the latter, each object has a fixed unknown 

true class.  But consider the following fraud scenario.  Someone uses their card to make 

a series of high value legitimate transactions.  But then, shocked by the total amount 

spent, they report their card as having been stolen.  At the time of the transactions they 

were legitimate, and it is only by virtue of the card holder changing their mind that they 

have become fraudulent.  In particular, the descriptive characteristics of the account 

and transactions have not changed; only the labels have changed. 

Returning to reactive population drift, a graphic example of this occurred in the 

UK last year.  On February 14th 2006, the UK card industry rolled out a chip and PIN 

system to replace the magnetic stripe and signature system.  As a consequence certain 

kinds of card fraud decreased and others increased.  In particular, the use of counterfeit 

cards declined, but cardholder-not-present fraud (e.g. phone or internet purchases) 

increased.  Furthermore, the use of stolen UK credit card details abroad increased, 

where cloned magnetic stripe cards could be used in those countries which had not 

installed a chip and PIN system. 
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3. What is a Good System? 

In principle a good fraud detection system would be one which classified fraudulent 

transactions as fraudulent, and legitimate ones as legitimate.  But no method is perfect, 

so there will be some misclassifications.  A measure of performance needs to measure 

the extent of these misclassifications in an appropriate way.  Familiar performance 

criteria, including the Gini coefficient (equivalent to the area under an ROC curve), the 

Kolmogorov-Smirnov statistic, divergence, and misclassification rate are unsuitable for 

this purpose (see [8,9]).  In general, since different performance criteria may lead to 

different models, it is important to choose a criterion which matches the objectives.   

Table 2 shows the notation we will use to describe detection performance.  Our 

aim is to combine the four counts shown in this table to yield a criterion which can be 

used for assessing performance and choosing between detectors.  Ideally that means we 

should reduce them to a single number. 

In order to completely define measures based on the counts in Table 2, we need to 

say what they are counts of.  For example, they could be entire accounts, individual 

transactions, or groups of transactions.  One common organisation uses accounts, with 

an account being flagged as possibly fraudulent if at least one transaction is so flagged.  

This has obvious weaknesses since it means that the probability that an account will be 

flagged as possibly fraudulent can be increased arbitrarily by increasing the length of 

time for which it is observed.  Transactions are at least well-defined.  The problem with 

using individual transactions is that they are highly variable: one might normally use a 

credit card for only small supermarket purchases, but then suddenly buy a £5000 air 

ticket with it.  For this reason, activity records are sometimes used, being statistical 

summaries of small numbers of consecutive transactions.  For example, one might take 

all the transactions in a day or week, or all of the last three or five transactions. 

We recommend basing measures on the four counts in Table 2, where the counts 

are either of individual transactions or of activity records, and are total counts over the 

accounts in the data set that is being used to evaluate the detector.  For example, 
/n f

m

is the total number of legitimate transactions incorrectly classified as fraudulent by the 

detector over all accounts in the database.  Given that the raw elements being counted 

are individual transactions or activity records, and not accounts, then timeliness 

implicitly occurs through the count 
/f n

m . This tells us the number of fraudulent 

transactions which have been missed by the detector before either a fraud alarm is 

raised on a true fraud, or the observation period stops.  This is an appropriate measure 

of timeliness since these are the transactions which cost money due to undetected 

fraud. 

Table 2. Counts of true and predicted classes for evaluating fraud detection systems. 

  True class

 Fraud Legitimate 

Fraud

/f f
m

/n f

m

Predicted class 

Legitimate 

/f n

m
/n n

m
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The counts in Table 2 can be combined in various ways to reveal different aspects 

of performance.  In [9] we proposed two measures. 

( ) ( )
1 f f n f f n f n
T m m km km m= + + +

 (1) 

where k is the relative cost of misclassifying a fraudulent case as legitimate, 

compared to misclassifying a legitimate case as fraudulent.  The argument behind this 

measure is that investigating fraud alarms incurs some costs (and applies to all 

elements of counts in the top two cells) but failing to investigate a true fraud incurs a 

much larger cost. 

2

T : minimise 
f n

m  subject to ( )
f f n f

m m C+ =  (2) 

Here the argument is that a bank will be able to afford to investigate C cases, and 

better detectors will minimise the number of frauds not detected for this cost. 

 A familiar approach to displaying classification performance is via the ROC 

curve. The ROC curve is produced by plotting 
/n n n

m m  on the vertical axis against 

/f n f
m m , where the positive class consists of the non-fraud cases, 

n

m is the total 

number of non-fraud cases and 
f

m  the total number of fraud cases in the test 

population. A similar plot can be produced our situation.  The horizontal axis remains 

the same, but the vertical axis now becomes ( ) ( )
/ /n f f f n f

m m m m+ + .  That is, 

the vertical axis shows the proportion of cases for which the fraud alarm is raised, and 

the horizontal axis shows the proportion of fraud cases classified as non-fraudulent.   

Random classification is represented by a diagonal line from the top left to the bottom. 

This is a different orientation from the ROC curve and was chosen deliberately so that 

they are not confused. 

4. Detection Methods 

There are three major types of method used for building detection rules: rule-based 

approaches, supervised classification, and anomaly detection methods.  These different 

approaches should not be regarded as competitors, since they can be combined in a 

single system.  Likewise, other, less widespread methods can also be combined with 

these.  These include change point detection, multilevel methods, and link analysis.  

Change point detection methods monitor a system and look for sudden behavioural 

changes.  Multilevel methods combine information at the transaction (or activity 

record) level with information at the account level (e.g. are certain types of account, or 

accounts with certain usage patterns intrinsically more vulnerable) and information at 

merchant level (e.g. certain types of merchant are more likely to be associated with  
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fraud).  Link analysis approaches are based on the observation that credit card fraud is 

typically perpetrated by organised crime syndicates.  For example, studying records of 

where cards which have been used fraudulently were previously used may allow one to 

detect a common merchant where the details are being stolen. 

Turning to the major approaches, they have different strengths and weaknesses 

(which is why they should be used together).  Rule-based approaches need expert 

knowledge of past fraud behaviour, and are highly effective at detecting known fraud 

types but less so at detecting novel types.  Supervised methods need examples of past 

fraud and can be effective at detecting similar types, but less so for novel types.  

Anomaly detection methods are good for detecting novel types of fraud, but less so for 

known types (they are not optimised for these).  There appear to be few studies 

comparing the relative merits of the different approaches. 

Examples of the two-class supervised classification approach, and a comparative 

study of different methods and of the appropriate length of activity records, are given in 

[10]. Examples and a comparative assessment of various different approaches to 

anomaly detection approaches are given in [11]. 

[11] focus on individual accounts, and investigate departures to the norm for each 

account.  At the other extreme, one might try to build a model for the population of 

accounts, seeking departures from that population.  A novel intermediate approach is 

provided by peer group analysis [12].  In peer group analysis, a ‘target’ account is 

matched to a subgroup of other accounts which have behaved similarly in the past, and 

the entire subgroup is followed to see if the target continues to behave similarly or 

suddenly begins to deviate.  Sudden events (e.g. Christmas) which impact all accounts 

will not throw up anomalies in peer group analysis but will in standard anomaly 

detection methods.  Because peer group analysis is a novel approach, so hopefully 

providing complementary detection facilities to the more standard approaches, the next 

section describes the method in detail and illustrates it in action. 

5. Peer Group Analysis 

Peer group analysis is a general method for monitoring behaviour of a population over 

time.  The technique relies on the assumption that members of a population that are in 

some sense similar at the present time will behave similarly for some time into the 

future. To find similar members, we may use any measure suitable for the specific 

problem, using for example static data associated with each member or, as we will 

demonstrate, historical behaviour. Introducing some terminology, we say for each 

target member of the population we build a peer group of similar members. We 

monitor the behaviour of the target purely in terms of the behaviour of its peer group.  

Once again we can measure similarity any way we choose and it can be different from 

the measure of similarity used to find the peer groups. Peer group analysis has been 

used to detect stock fraud [13] and to find fraudulent behaviour in business transactions 

[14]. 

For fraud detection we use peer group analysis to monitor an account’s outlier

behaviour with respect to its peer group. This has an interesting property that an outlier 
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to a peer group may not be an outlier to the population and therefore peer group 

analysis has the potential for discovering unusual behaviour even though that behaviour 

might itself be considered usual with respect to the entire population. Also, as briefly 

mentioned above, this method is less likely to find outliers due to population level 

dynamics, which are unlikely to be sources of fraud. 

There are certain technical issues that need to be addressed in order to apply peer 

group analysis to plastic card fraud detection. To place these issues in their appropriate 

context we first briefly describe plastic card transaction data. 

5.1. Plastic Card Transaction Data 

A plastic card issuer needs to be able to screen transactions in real time with the aim of 

allowing only legitimate transactions to complete. To facilitate this, each transaction 

has associated with it a detailed record of pertinent information, including, for example, 

the monetary value of the transaction, the time the transaction occurred, attributes of 

the card reading device. A Merchant Category Code is also provided, which is a 

numeric code that identifies the vendor in the transaction with a particular market 

segment. One issue that affects fraud detection methods in general is selecting 

appropriate features from this data. An issue that affects peer group analysis in 

particular is that account transaction histories are asynchronous data streams.  That is to 

say the transactions need not occur at regular intervals. Crucially for peer group 

analysis we need to compare behaviour at the same time, so ideally we would prefer 

time aligned time series. 

One property of the dataset used in the following analysis has ramifications for the 

design choices in the following algorithm. The dataset is real historical plastic card 

transaction data with all the frauds known to have occurred labelled. However, this 

label is not at the transaction level, but at the account level, to the nearest day. This 

means that we cannot say for certain which transactions are fraudulent and which are 

not.  For this reason we decided to perform the analysis also at the account level and on 

a daily basis. That is to say, we perform fraud detection on each account once a day, at 

midnight.  

We time align the data by extracting information at regular time intervals. Figure 

1, shows transaction histories for 2 fictitious accounts over a 10 day period. Each bar 

represents one transaction where the height of the bar represents the amount spent. 

Accounts at day t are compared using time aligned summaries of their behaviour over a 

user specified preceding interval.  The summary statistic for day t for the behaviour 

account A over the past d days, x(t − d + 1, t ,A), is the total amount withdrawn in this 

interval, the number of transactions and a measure of the spread of merchant category 

codes, full details can be found in [12]. There is a balance to be met concerning the 

length of the summary statistic, the longer the duration the more stable the statistic will 

be, however, the shorter the duration, the quicker the potential response to fraudulent 

activity.
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Figure 1.  Extracting time aligned features from plastic card transaction data 

5.2. Outlier Detection 

We monitor the outlier behaviour of a particular target account by measuring the 

Mahalanobis distance of the target from the mean of its peer group, using the 

covariance matrix of the peer group. Should the target’s distance exceed an externally 

set threshold, it is flagged as an outlier.  

Not all accounts would have made daily transactions; so on each day we only 

examine those accounts that have been active. (We do not consider extended periods of 

inactive behaviour as suspicious.)  

For an active account we determine those accounts in its peer group that have 

made at least one transaction within the current summary statistic interval. These are its 

active peer group. We wish to measure the behaviour of an active target with active 

accounts in its peer group. There is a possibility the size of the active peer group is not 

large enough to reliably measure its covariance matrix so we use an active peer group 

of fixed size.  

Using peer groups for outlier detection may have problems arising from outlier 

masking and swamping. For example should fraudulent activity be missed, a defrauded 

account or accounts may contaminate other peer groups. This could potentially add 

outliers to the peer group itself, so disguising the fact that the target’s behaviour is 

unusual.  We use a heuristic approach to robustify the covariance matrix. An account 

that has deviated strongly from its own peer group at time t should not contribute to 

any active peer group at time t. We perform outlier detection twice. In the first pass we 

measure the Mahalanobis distance from each active account to its respective active 

peer group mean. In the second pass, for each active account we sort its active peer 

group members in order of ascending distance from their own peer groups. We then 
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calculate the Mahalanobis distance using only the first p% of members. Peer group 

members that are not active on the day in question use their most recent distance 

evaluation.   

5.3. Building Peer Groups 

Currently building peer groups is the most computationally expensive part of the 

analysis. Fortunately in the context of a real system, this can be done offline. That is to 

say we do not have to build peer groups in the time allotted for a transaction to be 

validated. Indeed in the following example we use the same peer groups over an entire 

month’s worth of data. There are a number of ways to measure similarity between time 

series. In the following we describe a simple method to measure similarity between 

each account’s transaction histories that is robust against population level dynamics. 

We partition the training data into n non-overlapping intervals. For the first 

interval we extract the summary statistic for each account. Then, for each pair of 

accounts we measure the squared Mahalanobis distance using the covariance matrix of 

the population of accounts. We repeat this procedure for the remaining n-1 intervals 

and we measure the separation between two accounts by simply summing their 

corresponding squared distances from each interval. Accounts that are not active in all 

the intervals are not considered candidates for peer group membership. To build a peer 

group for a target account we sort the remaining accounts in increasing order of 

separation. A peer group of size k is simply the first k accounts in this list. 

It is not necessarily the case that peer group analysis can be deployed successfully 

on all accounts. We wish to identify those accounts where we are more likely to be 

successful. One way to do this is to measure how well a peer group tracks its target, 

this can be done by using the measure of separation described above. This time, 

however, we measure the squared Mahalanobis distance between an account and its 

peer group mean and use the same covariance matrix as above. The sum of these 

distances is a measure of peer group quality. We can then order all accounts with 

respect to their peer group quality, the smaller the value the better. We can use this list 

to screen accounts that have the worst peer group quality.  

5.4. Experiments 

From a large dataset consisting of real plastic card transaction data over a 4 month 

period, we selected accounts that had a large amount of transaction activity. We used 

only those accounts that had 80 or more transactions in the first 3 months and were 

entirely fraud free for this period.  This created a reduced dataset of just over 4000 

accounts. Approximately 6% of those accounts were defrauded in the final month. We 

used the first 3 months behaviour to build the peer groups and the subsequent month 

for evaluation.  We fixed the active peer group size to 100. For outlier detection we 

used a summary statistic over 7 days. We robustified the outlier detector by using the 

first 50% of the active peer group members. Peer groups were built by partitioning the 

first 3 months of the data into 8 non-overlapping windows (see [12] for experiments 

using other partitioning granularities). 
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Figure 2. Performance of the robustified and non-robustified peer group analysis compared with the global 

outlier detector 

In order to show that we can use peer group analysis to detect fraud and that it is 

doing more than simply finding population level outliers, we compared peer group 

analysis with a global outlier detector. 

The method for global outlier detection proceeds as follows. On each day, for each 

active account we construct a peer group containing all the other accounts that are 

active during the summary window. Outliers to these peer groups will be outliers from 

the population.  

Fraud detection is performed once a day at midnight. On each day we calculated 

twice the area under the performance curve (described in Section 3) for the peer group 

method and the global outlier detector method. A value of zero for the area corresponds 

to perfect classification whereas a value of one corresponds to random classification. 

We subtracted the peer group area from the global area. The difference will be negative 

should the peer group method outperform the global method. 

Running the peer group method without robustification yields a difference of         

-0.0468 with a standard error of 0.0113. We note the standard error is likely to 

underestimate the true experimental error since the samples are not independent due to 

the use of a summary statistic interval that is longer than one day. Robustifying the 

peer group algorithm improves the performance and has a difference of -0.0799 and 

standard error 0.0090. Removing one third of the accounts, selected using the peer 

group quality metric, from the performance assessment produces the best performance 

with -0.1186 and standard error 0.0141. A plot of the mean difference in the proportion 

of frauds not found between the two peer group methods and the global method for the
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Figure 3. Performance of the robustified peer group analysis compared with the global outlier detector 

proportion of fraud flags raised is shown in Figure 2. We see that the global method 

performs better when the proportion of fraud flags raised is very low, but is out 

performed for the rest of the domain. Figure 3 shows the performance difference 

between the global outlier detector and the robustified peer group method once we have 

removed the worst 33% of accounts (with respect to peer group quality). We see a 

similar pattern as before, this suggests that there are indeed some frauds that are global 

outliers, which the global outlier detector is better tuned to detect. 

6. Conclusion 

Fraud detection presents a challenging problem.  In a sense it is a classic data mining 

problem, involving large high-dimensional data sets.  This is further complicated by the 

dynamic nature of the data, which reacts to the detection methods put in place, and by 

sample selectivity bias and other distortions in the data. 

Things are also complicated by the social and economic dimensions.  People and 

organisations may not wish to admit to having been victims of fraud. There are limits 

to the amount which can be spent to prevent fraud.  Both of these lead to the conclusion 

that society implicitly accepts a certain level of fraud. 

Given that no fraud detection method is perfect, it is important that effective 

measures of performance of detection systems are developed.  An inappropriate 

measure may not only be misleading, but it may also lead to a suboptimal choice of 

parameters when tuning a method. 
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There are various approaches to detecting fraud, but these should be viewed as 

complementary rather than competitors. Computing resources permitting, different 

methods should be used in conjunction since they may detect different kinds of fraud. 

Peer group analysis is a novel fraud detection strategy based on predicting expected 

future behaviour of an account from the behaviour of similar accounts. By doing so it 

eliminates the effect of sudden changes which impact on all accounts. It also 

complements anomaly detection techniques that measure deviations from the target 

account itself.   
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Abstract. The forward search is a powerful method for detecting unidentified sub-
sets and masked outliers and for determining their effect on models fitted to the
data. This paper describes a semi-automatic approach to outlier detection and clus-
tering through the forward search. Its main contribution is the development of a
novel technique for the identification of clusters of points coming from different
regression models. The method was motivated by fraud detection in foreign trade
data as reported by the Member States of the European Union. We also address
the challenging issue of selecting the number of groups. The performance of the
algorithm is shown through an application to a specific bivariate trade data set.

Keywords. Clustering, Outlier detection, Regression

Introduction

The Forward Search (FS) is a powerful general method for detecting outliers, unidentified
subsets of the data and inadequate models and for determining their effect on models
fitted to the data. The basic ideas started with the work of [11] and [1]. The power of the
FS was considerably increased by [2] and [5] through the idea of diagnostic monitoring.
They extended its applicability to a wide range of multivariate statistical techniques.
Unlike most robust methods that fit to subsets of the data (see, e.g., [14] and [12]), in the
FS the amount of data trimming is not fixed in advance, but is chosen conditionally on
the data. Many subsets of the data of increasing size are fitted in sequence and a whole
series of subsets is explored. As the subset size increases, the method of fitting moves
from very robust to highly efficient likelihood methods. The FS thus provides a data
dependent compromise between robustness and statistical efficiency.

In this contribution we describe a novel technique in which the FS is applied to
detect clusters of observations following different regression models. Our assumptions
are comparable to those underpinning latent class and model-based clustering methods
[10], but our output is richer. The rationale is that if there is only one population the
journey from fitting a few observations to all will be uneventful. But if we have two
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or more groups there will be a point where the stable progression of fits is interrupted.
Our tools for outlier detection and clustering are then developed from forward plots of
residuals and distances computed from searches with either robust or random starting
points. We also address a number of challenging issues, including selection of the number
of groups and use of distributional results for precise identification of the outliers and the
clusters.

Our focus is on clustering regression models. However, the ideas of clustering mul-
tivariate data are both more familiar and more easily explained, so we start in §1 with
a brief review of the FS methodology for multivariate data. Two didactic examples of
cluster detection for multivariate data are in §2. The new algorithm for detecting clusters
of regression lines is introduced in §3. In §4 we show this algorithm in action for the
purpose of detecting fraudulent transactions in trade data sets selected by the anti-fraud
office of the European Commission and its partners in the Member States. The paper
concludes in §5 with some remarks and suggestions for further development.

1. The Forward Search for Multivariate Observations

Outliers are observations that do not agree with the model that we are fitting to the
data. Single outliers are readily detected, for example in regression by plots of residuals.
However, if there are several outliers they may so affect the parameter estimates in the
fitted model that they are not readily detected and are said to be “masked". Such multiple
outliers may indicate that an incorrect model is being fitted.

The basic idea of the Forward Search is to start from a small subset of the data,
chosen robustly to exclude outliers, and to fit subsets of increasing size, in such a way
that outliers and subsets of data not following the general structure are clearly revealed
by diagnostic monitoring. With multiple groups, searches from more than one starting
point are often needed to reveal the clustering structure. In this section we restrict at-
tention to data sets of multivariate continuous observations, for which outlyingness is
measured through their Mahalanobis distances. The case of multivariate categorical data
is addressed by [8].

The squared Mahalanobis distances for a sample S(n) = {y1, . . . , yn} of n v-
dimensional observations are defined as

d2
i = {yi − μ̂}T Σ̂−1{yi − μ̂}, i = 1, . . . , n, (1)

with μ̂ = ȳ the vector of sample means and

Σ̂ =
n∑

i=i

(yi − μ̂)(yi − μ̂)T /(n − v)

the unbiased moment estimators of the mean and covariance matrix of the n observations.
Throughout T denotes transpose.

In the FS the parameters μ and Σ are estimated from a subset S(m) ⊆ S(n) of m
observations, yielding estimates μ̂(m) and Σ̂(m). From this subset we obtain n squared
Mahalanobis distances

d2
i (m) = {yi − μ̂(m)}T Σ̂−1(m){yi − μ̂(m)}, i = 1, . . . , n. (2)
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To start the search when the observations are assumed to come from a single multivariate
normal population with some outliers, [5] pick a starting subset S(m0) that excludes
any two-dimensional outliers. One search is run from this unique starting point. When a
subset S(m) of m observations is used in fitting, we order the squared distances and take
the observations corresponding to the m + 1 smallest as the new subset S(m + 1).

To detect outliers we examine the minimum Mahalanobis distance amongst obser-
vations not in the subset

dmin(m) = min di(m) for i /∈ S(m). (3)

If this observation is an outlier relative to the other m observations, its distance will be
“large” compared to the maximum Mahalanobis distance of observations in the subset.
All other observations not in the subset will, by definition, have distances greater than
dmin(m) and will therefore also be outliers.

In order to provide sensitive inferences it is necessary to augment the graph of
dmin(m) with envelopes of its distribution. Detailed examples of such envelopes and of
their use in the FS with moderate sized data sets are presented by [6] and [4]. A synthesis
is provided in the next section.

For small data sets we can use envelopes from bootstrap simulations to determine
the thresholds of our statistic during the search. These are found by performing the FS
on many sets of data simulated from a standard multivariate normal distribution with the
same value of n and v as our sample. Note that in the simulations we can use data gener-
ated from the standard normal distribution because Mahalanobis distances are invariant
to linear transformation of the data. In the example here we make 10,000 such simula-
tions. For each FS we monitor the values of dmin(m) defined in (3). As a consequence,
for each value of m we have the empirical distribution of dmin(m) under the hypothesis
of normality. The envelopes we use are the quantiles of this distribution. For example,
the 99% envelope is that value which is the 1% point of the empirical distribution. With
10,000 simulations, this is the 100th largest value, so that 99 of the simulated values are
greater than it. We calculate these quantiles for each value of m that is of interest.

For larger data sets we can instead use polynomial approximations. Theoretical ar-
guments not involving simulation are provided by [13], together with a formal test of
multivariate outlyingness and comparisons with alternative procedures.

For cluster definition, as opposed to outlier identification, several searches are
needed, the most informative being those that start in individual clusters and continue to
add observations from the cluster until all observations in that cluster have been used in
estimation. There is then a clear change in the Mahalanobis distances as units from other
clusters enter the subset used for estimation. This strategy seemingly requires that we
know the clusters, at least approximately, before running the searches. But we instead use
many searches with random starting points to provide information on cluster existence
and definition.

In §4 we use envelopes to determine cluster membership. Since the size of the clus-
ters has to be established, we need envelopes for several different values of n. Simulation
then becomes time consuming unless n is very small. Calculation of the envelopes via
the theoretical arguments in [13] become increasingly attractive as n increases.
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Figure 1. Swiss Heads data (n = 200): forward plot of minimum Mahalanobis distance with 1, 5, 50, 95 and
99% points: continuous lines, 10,000 simulations; dashed lines, interpolation. Simulations and approximation
agree well. There is no evidence of any outliers.

2. Didactic Examples

The purpose of this paper is to provide methods for the relatively large and structured data
sets that arise in the fraud detection problems illustrated in §4. However, we first look at
brief analyses of two smaller examples, as a training of the eye in the interpretation of
our forward plots for the detection of clusters.

2.1. Swiss Heads Data

The Swiss Heads data set was introduced by [9, p. 218]. It contains information on six
variables describing the dimensions of the heads of 200 twenty year old Swiss soldiers.
These data were extensively analysed, using the forward search, by [5]. The conclusion is
that the observations come from a six dimensional normal distribution, from which there
are no outliers. The plot of Figure 1 confirms this opinion. The envelopes in this figure
were found both directly by simulation from the multivariate normal distribution and
by parametric interpolation. The distances lie inside the envelopes, indicating complete
agreement with the multivariate normal distribution.

2.2. Example With Three Clusters

We now look at a synthetic example with three clusters of four-dimensional correlated
observations, to show how random start forward searches combined with envelope plots
of forward Mahalanobis distances lead to the indication of clusters. There are 1,000 units
in all, 250 of which are in the first group, 300 in the second and 450 in the third. The
observations in each group are highly correlated and the third group lies between the
other two, so that there is considerable overlapping. Of course, in our analysis we ignore
the information about group structure, or even about the number of groups.
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Figure 2. Three clusters of correlated normal variables: forward plot of minimum Mahalanobis distances from
200 random starts with 1%, 5%, 50%, 95% and 99% envelopes. Three clusters are evident.

We run 200 random start forward searches, each one starting with m0 = v + 1, the
smallest possible size and that which gives the highest probability of getting a subset con-
sisting solely of observations from one cluster. The resulting forward plot of minimum
distances is in Figure 2. The forward searches in this plot fall into four classes: those
that start in each of the three groups and those that, from the beginning of the search,
include observations from at least two groups. From around m = 150 the searches with
observations from only one group start to lie outside the envelopes. These curves reach a
peak and then suddenly dip below the envelopes as relatively remote observations from
the other groups enter the subset used in fitting. From a little after m = 500 there is a
single forward plot, in which a common mean and common covariance matrix are cal-
culated from observations in more than one group, so that the group structure is no more
apparent.

The approximate values of m at the three peaks are: 230, 290 and 450. Despite the
overlapping nature of the groups, our method has initially indicated clusters for 97% of
the observations. For precise definition of the clusters, we interrogate the subsets S(m)
for those trajectories where there is evidence of a cluster structure. The membership of
each of the three subsets giving rise to the peaks in Figure 2 can be illustrated using the
‘entry’ plot of [5]. Cluster 1 includes most of the units of Group 1 and no other units.
Cluster 2 contains the majority of the units in Group 2 and some borderline units from
Group 3. The intermediate Group 3 is the most misclassified, as is to be expected.

One way to confirm this tentative identification is to run searches on individual clus-
ters. If the peak for a particular cluster in the forward plot analogous to Figure 2 occurs
when m = nc, we include the next few units to enter and then run a search on these n+

c

units, superimposing envelopes for a sample of size n+
c as we did in §2.1 for a single

population. If no outliers are found, we have a homogenous cluster and increment n+
c

to check whether we have failed to include some units that also belong to the cluster. If
outliers are detected, we delete the last observation to enter, reduce the sample size by
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one and superimpose envelopes for this reduced sample size. Eventually we obtain the
largest group of homogenous observations containing no outliers. Examples of this pro-
cedure are given by [4], together with comparisons with other clustering methods such
as k-means which completely fails.

3. Mixtures of Regression Hyperplanes

3.1. Regression Diagnostics

The cluster analysis of multivariate data is well established as is the use of the FS to
determine the clusters, especially for data that are multivariate normal. However, the re-
gression framework is different from that of multivariate analysis and there is compar-
atively little work on clustering regression models. Here, our interest is in clustering by
regression hyperplanes. The Forward Search is easily adapted to this regression prob-
lem, keeping the same philosophy but with regression-specific ingredients. In particular,
distances are replaced by regression residuals.

We now have one univariate response Y and v explanatory variables X1, . . . , Xv

satisfying

E(yi) = β0 + β1xi1 + · · · + βvxiv (4)

with the usual assumptions of independent, additive errors of constant variance (see, for
example, [15]).

Let b be a (v + 1) vector of constants. For any b we can define n residuals

ei(b) = yi − (b0 + b1xi1 + · · · + bvxiv). (5)

The least squares estimate β̂ is the value of b in (5) that minimizes the sum of squares

R(n, b) =

n∑
i=1

e2
i (b). (6)

Likewise, the estimate β̂(m), obtained by fitting the regression hyperplane to the subset
S(m), minimizes the sum of squares R(m, b) for the m observations ∈ S(m). From this
estimate we compute n squared regression residuals

e2
i (m) = [yi − {β̂0(m) + β̂1(m)xi1 + · · · + β̂v(m)xiv}]

2 i = 1, · · · , n

the m + 1 smallest of which are used to define the new subset S(m + 1).
The search starts from an outlier-free subset of m0 = v+1 observations found using

the least median of squares criterion of [14]. We randomly take an appreciable number of
samples of size m0, perhaps 1,000, estimate b in (5) for the observations in each sample
and take as S(m0) that sample for which

M(m0, b) = mediani∈S(M0)e
2
i (b) (7)

is a minimum. In practice, [14] recommend a slight adjustment to allow for the estimation
of β.
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To detect outliers in §2 we used the minimum Mahalanobis distance among obser-
vations not in S(m). We now instead examine the minimum deletion residual amongst
observations not in the subset, which is the t test for detection of individual outliers.

Let X be the n × (v + 1) matrix of the explanatory variables X1, . . .Xv with the
addition of a column of ones for the constant term in (4). The ith row of X is xi. Then
the minimum deletion residual is defined as

rmin(m) = min
|ei(m)|

s(m)
√

[1 + xT
i {X

T (m)X(m)}−1xi]
for i /∈ S(m), (8)

where s(m) is the square root of s2(m) = R{m, β̂(m)}/{m−(v+1)}, the mean square
estimator of the residual variance σ2 = E{yi − E(yi)}

2 and X(m) is the block of X
with rows indexed by the units in S(m). The quantity hi = xT

i {X
T (m)X(m)}−1xi is

the “leverage” of observation i. Observations with large values of hi are remote in the
space of the explanatory variables and can, as we shall see in Figures 4 and 5, cause
perturbations in forward plots when they join S(m).

The FS for regression is given book-length treatment by [2]. Inferences about the
existence of outliers require envelopes of the distribution of rmin(m), similar to those
plotted in §2. Such envelopes are described by [3].

3.2. A Forward Algorithm for Clustering Observations Along Regression Hyperplanes

We now suppose that the observations come from g regressions models (2) with different
and unknown parameter values. Our aim is to allocate each unit to its true model and to
estimate the corresponding parameters. Also the number g of component models is not
known in advance.

Clusterwise regression is the traditional technique for achieving this goal [16]. A
more modern probabilistic approach is to fit the joint density of the n observations as
a mixture of regressions models [7, §14.5]. However, both methods may suffer from
the presence of outliers and/or strongly overlapping clusters. Another shortcoming of
these methods is that they do not provide formal tests to justify the need of an additional
component. Our proposal is to use the Forward Search for determining and fitting the g
components of the regression mixture.

Our forward algorithm combines the strategies outlined in Sections 1 and 3.1. It
consists of the following steps:

1. Let n∗(j) be the size of the sample to be analysed at iteration j. At the first
iteration n∗(1) = n;

2. The FS for regression is applied to these n∗(j) observations. The search is ini-
tialised robustly through the least median of squares criterion applied to all n
observations and progresses using the squared regression residuals e2

i (m), i =
1, . . . , n∗(j);

3. At each step m of the FS, we test the null hypothesis that there are no outliers
among the n∗(j) observations. The test is performed using the minimum deletion
residual (8);

4. If the sequence of tests performed in Step 3 does not lead to the identification of
any outliers, the sample of n∗(j) observations is declared to be homogeneous and
the algorithm stops by fitting the regression model (4) to this sample. Otherwise
go to Step 5;
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5. Let m∗ be the step of the FS in which the null hypothesis of no outliers is rejected
by the sequence of tests of step 3. Then the observations in S(m∗) identify one
mixture component, i.e. one cluster of m∗ observations following (4). Fit the
regression model (4) to this cluster;

6. Remove the cluster identified in step 5. Return to Step 1 with a reduced sample
size, by setting n∗(j + 1) = n∗(j) − m∗.

The algorithm leads to the identification of g regression models, one for each itera-
tion. The tests performed in step 3 ensure that each component of the mixture is fitted to
a homogeneous subset. The tests are robust and are not influenced by outliers or by ob-
servations falling between the groups. Indeed, such observations, which are relevant for
fraud detection, are clearly revealed by our forward diagnostic plots during the search.
Note also that the method does not force all observations to be firmly clustered into one
of the g components. Borderline units are recognized as intermediate between clusters
and can thus be inspected separately.

4. Application to European Union Trade Data and Anti-fraud

In this Section we show how the FS can be used with European Union (EU) foreign
trade data as reported by the EU Member States (MS) to detect anomalies of various
kinds (e.g. recording errors), specific market price dynamics (e.g. discounts in trading big
quantities of product) and cases of unfair competition or fraud. In particular fraud may
be associated with anomalously low reported prices that could result in underpayment of
taxes.

We use one concrete example to introduce the application context, the data and the
statistical patterns of interest, i.e. outliers and mixtures of linear models. The European
Commission’s Joint Research Centre detects these patterns in data sets including mil-
lions of trade flows grouped in a large number of small to moderate size samples. The
statistically relevant cases are presented for evaluation and feed-back to subject matter
experts of the anti-fraud office of the European Commission and its partner services in
the Member States.

We use the example to illustrate the regression approach introduced in Sections 3.
The method of multivariate clustering of 1 is not informative when the data have a re-
gression structure, so we do not consider it any further for this example.

4.1. European Union Trade Data

The data in Figure 3 refer to the quantity (x axis) and the value (y axis) of the monthly
import flows of a fishery product into the European Union from a certain third country.
The solid dots are the flows to a Member State that we call MS7, and the black circles are
the flows to other Member States. We can clearly see that the two groups of observations
are distinct and we could fit two linear regression models using the observations in the
two groups. We use the slope of these linear models as an estimate of the import price of
the flows in the respective groups.

There is also an observation, the open circle on the bottom-left, that does not follow
the regression line fitted to the observations of the same category. Rather, it appears in the
distribution of the solid dots. This “abnormal” black circle is a single flow to a Member
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Figure 3. Quantities (in tons) and values (in thousands of euros) of 677 monthly imports of a fishery product
from a third country into the EU, over a period of three years. Flows to MS7 (solid dots) and flows to the other
Member States (open circles) form distinct groups following different regression lines. On the bottom-left an
abnormal single flow to MS11.

State that we identify as MS11. The unit value of this flow, obtained by dividing the
value by the corresponding quantity, is so small (∼ 1.27e/Kg) compared to the market
price of this specific fishery product (12.5e/Kg in 20052) that we may suspect an error
in recording the data. Although from a data quality point of view it might be worth
investigating the validity of this data record, from the economical point of view we are
unlikely to be interested in a trade flow of such volume (∼ 20 Tons).

Much more importantly, the distribution of the solid dots indicates that the imports of
MS7 are systematically underpriced in comparison with the imports of the other Member
States. This indication is of appreciable economic relevance since MS7 imported about
20% (∼ 3300 Tons) of the total EU imports of this product in our reference period.

Our data sets consist of thousands of samples similar to this example. Therefore we
need to detect the outliers and to estimate the mixtures of linear components automati-
cally and efficiently. We require high computational and statistical efficiency of the algo-
rithms; they should detect a manageable number of outliers in reasonable time and with
reasonable statistical power. But, for the anti-fraud subject matter experts, the concept of
efficiency is also related to the problem of extracting cases of possible operational inter-
est from the statistically relevant patterns that we detect with our algorithms. We will not
address this issue here.

2Source: “European Fish Price Report”, a GLOBEFISH publication (http://www.globefish.org).
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4.2. Fitting Mixtures of Regression Lines

Our data have a clear regression structure (Figure 3) and we propose now to analyse
them with the regression approach of Section 3.1. This approach uses the squared regres-
sion residuals for progression in the search and the minimum deletion residual among
the observations not in the subset to monitor the search and infer departures from lin-
earity. We show that the iterative application of this approach, detailed in Section 3.2,
suggests modelling the data with a mixture of at least four linear components of rather
clear interpretability by subject-matter experts.

The initial subset is chosen by robust fitting, using the least median of squares (LMS)
criterion. The first iteration leads relatively straightforwardly to the identification of a
first linear regression component with 344 homogeneous observations. In accordance
with our algorithm, we remove these observations from the data and repeat the procedure
on the remaining 333 observations. We describe the second iteration in greater detail.

Figure 4 shows the forward plot of minimum deletion residuals for these 333 obser-
vations. Clearly they are not homogeneous, but the question for this iteration is where is
the end of the major group? There is a sharp dip in the plot at around m = 120 caused
by the inclusion in S(m) of a unit with high leverage. Otherwise, we first obtain a signal
indicative of model failure at m = 225, the first point at which the calculated minimum
deletion residual lies above the 99.9% envelope. However, as the plotted envelopes show,
we can expect larger values of the residual as m approaches n even when there are no
outliers; the value of n for this group may be somewhat larger than 225. Indeed this does
seem to be the case.

The upper left-hand panel of Figure 5 shows the envelopes for n = 225, together
with the deletion residuals up to this sample size. With these new, more curved, en-
velopes it is clear that the group is homogeneous up to this size. The same is true for
the upper right-hand panel for n = 235. However, in the lower left-hand panel with
n = 245, the observed values have already crossed the 99% envelope. For n = 248 the
99.9% envelope is crossed, so there is evidence of non-homogeneity. When n is one less,
namely 247, there is no exceedance and we take the second component as containing 247
observations.

There are two points about this process. The minor one is that the envelopes are
recalculated for each panel but the calculated values of the minimum deletion residuals
are from the search plotted in Figure 4; as n increases the plots reveal more of this
sequence of values. The major point is that the envelopes we have found have the stated
probability, but for each m. Thus the probability of exceeding the 99.9% envelope for any
m is 0.1%. However, the probability that the 99.9% envelope is exceeded at least once
during a search is much greater than 0.1%. The calculations for regression are in [3].
Here the envelopes are much more like 99% overall, which is a more reasonable level at
which to detect a change in structure. However, in our application, the exact significance
level of this part of our analysis is not crucial.

The procedure of identification and deletion continues for another three iterations,
leading to additional homogeneous populations of 247, 38 and 22 observations. Figure 6
shows the four components of the mixture estimated with this procedure and the remain-
ing 26 observations (the ‘+’ symbols).

The slopes of the four mixture components, from 1 to 4, are: 14.044, 12.542, 13.134
and 5.83. We recall that these values are estimates of the import price of the flows as-

M. Riani et al. / Fitting Mixtures of Regression Lines with the Forward Search280



Subset size m

M
in

im
um

 d
el

et
io

n 
re

si
du

al

50 100 150 200 250 300

1
2

3
4

5
6

Signal is in step m=225

Figure 4. Fisheries data: the 333 observations in iteration 2. Forward plot of minimum deletion residuals with
1, 50, 99, 99.9 and 99.99% envelopes. There is a signal at step 225.
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Figure 5. Fisheries data: the 333 observations in iteration 2. Forward plot of minimum deletion residuals with
1, 99, 99.9 and 99.99% envelopes for various sample sizes. Iteration 2 identifies a group of 247 observations.
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Figure 6. Fisheries data: a mixture of four linear regression lines estimated by iterating the FS on the 677 EU
import flows in the dataset. The “residual” flows are identified with a ‘+’ symbol. Those marked with their
record number, 212, 47, are detected as outliers by a final FS on the residual flows.

signed by the FS to the four groups. Interestingly, we have verified in our dataset that
the group fitted by component 4 (estimated import price 5.83e) is exclusively formed by
import flows to MS7 that took place in 22 consecutive months. In addition, there are no
flows to MS7 in the other three groups.

Since the prices, that is the slopes of the regression lines, are the major output of our
analysis, we give in Figure 7 the forward plots of the estimated slopes during the forward
searches for the different iterations. That for the 344 in group 1 is amazingly stable. That
for group 2 is also stable, although it does show some slight fluctuations, as well as a
small jump around m = 120 that we noticed in Figure 3. The much smaller group 3 has a
slope between groups 2 and 3. As our other analyses have shown, the slope for group 4 is
markedly different. All of these slopes are sensibly constant during the search. However,
that for the residual group decreases rapidly, suggesting that these 26 observations are
far from homogeneous.

Information on the degree of homogeneity of the observations in the groups can be
also obtained from a plot of the estimates of the squared correlation coefficient R2 in
the five iterations (for the general definition of R2 see, for instance, [15]). This is shown
in Figure 8, which also reflects the high strength of the linear regression fit in the four
groups.

At this point we accordingly ran the FS also on the 26 “residual” observations.
Among those entering the subset in the last steps, two are detected as outliers and cause a
visible increase in the plot of deletion residuals. In fact Figure 6 shows that one of these
observations, record number 47 in the original dataset, appears almost in line with the
first mixture component while the other, 212, is virtually in line with the fourth compo-
nent.

M. Riani et al. / Fitting Mixtures of Regression Lines with the Forward Search282



Subset size m

S
lo

pe

0 100 200 300

6
8

10
12

14 gr.1, n=344

gr.2, n=247

gr.3, n=38

gr.4, n=22

Residual group (n=26)
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Figure 8. Fisheries data: forward plot of the estimates of the squared correlation coefficient R2 in the five
iterations. The strength of the linear regression fit in the four groups is high.

We now consider in more detail the composition of the residual observations, which
are plotted in Figure 9. We represent the flows to MS7 with open circles and the flows to
the other Member States with solid dots. The dashed line fits the flows to MS7 but ex-
cludes 212 since, as we have just remarked, it is very close to the fourth component. The
slope of this line is 7.66. Again this group of 13 flows to MS7 took place in consecutive
months. Among the other 11 residual flows, 7 refer to a single Member State, MS2.
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Figure 9. Fisheries data: zoom of the residual flows marked with a ‘+’ in Figure 6. The open circles are the
flows to MS7. The solid dots are the flows to other Member States. Again, the two outlying flows are labelled
with their record numbers. The regression line is fitted using the flows to MS7 excluding 212, which is outlying.

4.3. Implications for Anti-fraud

The flows to MS7 have been clustered into two homogeneous groups: the first which
we called component 4 and the second a fitted subset of the residual observations. His-
torically, the flows in the first of these two groups took place after those in the second.
The estimated import prices for the two periods are considerably different: 5.83e and
7.66e, and also considerably lower than the prices estimated for the other groups and
Member States, 14.05e, 12.54e and 13.13e. In short, in the period analysed, MS7 low-
ered the import price of this fishery product, up to half of the import price reported by
the other Member States. In earlier analyses this type of pattern was not considered. Its
operational evaluation, for example in relation to possible evasion of import duties, is the
responsibility of the anti-fraud services.

5. Discussion and Directions for Further Work

The procedure of Section 3.2 indicated four clear sub-populations. A limitation of the
procedure is the lack of a criterion to decide automatically about the nature of the residual
flows: some of them may form separate homogeneous groups, others are very close to
existing groups and could be re-assigned (e.g. flows 47, 212) and yet others may be
outliers in the entire dataset (e.g. flow 355). In fact, we have used a rather pragmatic
approach to the analysis of the residual observations. A confirmatory analysis invoking
simultaneous searches including all established regression lines (not given here for lack
of space) can help to infer the degree to which each unit belongs to each group.
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The focus in this example has been on clustering linear regression models with moti-
vation for the FS coming from the clustering of multivariate data. We would like to stress
that the FS is of much wider applicability; examples, not all in [2], include applications
to multiple and curvilinear regression, to nonlinear and generalized linear models and to
the estimation of response transformations in regression and data transformation in mul-
tivariate analysis. Given any quantity of interest, such as a parameter estimate or a test
of departures from a model, its properties can be studied using the FS. The distributional
properties of the quantity can be found, often by simulation. Any significant departure
from this distribution may indicate outliers, ignored structure or a systematically inade-
quate model, depending on the quantity being studied. In our anti-fraud application we
require techniques for large numbers of observations. For the very large data sets en-
countered in “data-mining” we use a FS in which s > 1 units enter at each forward step;
thus we move directly from the subset S(m) to the subset S(m + s).
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Abstract. The money made from illegal activities is a main threat to the global 
economy. If the overall welfare of the people is wanted to be increased the money 
laundering activities should be stopped. Many software packages which aim to 
detect suspicious transactions are developed and available commercially. These 
solutions are mostly rule based. That is a list of suspicious transactions is 
generated where their suspiciousness is determined by some rules. If these lists are 
too long, it would be very difficult to inspect them in full but if they are kept 
shorter then there is the risk of failing to inspect an actually fraudulent transaction. 
To overcome this drawback of the rule based solutions, we suggest a two phase 
anti money laundering system which provides more flexibility with the use of data 
mining.   

Keywords. Anti money laundering, data mining.  

Introduction 

The black economy is one of the biggest troubles that almost every country faces. It 
mainly influences the economy and the well being of the citizens and this effect is 
relatively larger in the less developed countries. Financial outputs of these illegal 
economic activities can be regarded as black money. The solutions against the money 
laundering actions are expected to identify who are related with black money. In many 
countries, the financial institutions are expected to inform compliance regulation 
bodies about any persons or transactions that they think suspicious. To cope with this 
necessity, various software packages for anti money laundering (AML) have been 
developed and are commercially available.  

The commercial solutions for AML are mostly rule-based. This means that the 
transactions that satisfy some pre-determined rules are assumed to be potentially 
suspicious. These rules are settled by the software houses and are usually customizable 
according to the needs of the customer bank and its country. This list of potentially 
suspicious transactions is then expected to be investigated by the inspectors. However, 
at this point a paradox appears: If the bank does not want to fail to identify any 
suspicious transaction then the rules should somewhat be loose in which case the list 
would be very long and it would be very difficult to fully inspect it (this would need 
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too many inspectors) or the rules can be established tightly and a short list can be 
generated. This time it would be easier to fully inspect the list, but some transactions 
which are actually fraudulent may not appear on the list. This trade-off usually happens 
with these software packages.   

To overcome this drawback of the existing solutions we propose a framework of 
an intelligent solution procedure which makes use of data mining (DM). Data mining 
(DM) can be defined as the art and science of finding the useful information hidden in 
large databases [1]. It is a powerful tool especially when the amount of data is huge. 
There can be two broad objectives in using data mining [2]: description and prediction. 
In the descriptive use, some profiling of data is made in order to describe the data 
(sometimes the customers) better. On the other hand, in predictive DM, the likelihood 
of an event to occur is determined. A wide range of classification problems like 
customers’ propensity to buy a product, credit scoring, churn, money laundering, 
disease diagnosis, fraud, etc. fall into this category.  

In machine learning terminology these two categories are named as supervised and 
unsupervised learning. In predictive DM, some known cases are required whose 
classes are known. Then using these samples a training set is formed where the 
relationships defining the class memberships are learned using a DM algorithm. In 
other words, the learning is supervised by the known cases. In descriptive DM, no 
training set is required thus, the name unsupervised learning. 

In the case of money laundering, the known cases which are proved to be ML are 
too few to form a training set. Hence, the predictive DM algorithms are not directly 
applicable. In this study we devise a framework as a two stage solution procedure 
where both DM types are used.  

In the first phase we are content with descriptive DM where the bank customers 
are clustered according to their bank usage behaviors. Then using the variables 
defining the clusters together with the customer historical variables, the outliers are 
detected. For this purpose descriptive data mining methods are utilized. The conditions 
of being an outlier are somewhat loose so that, even people/transactions which have a 
very small probability of being fraudulent are considered as outliers and only these 
outliers are passed to the second phase. 

The second phase is related with using predictive data mining techniques to define 
which transactions should be investigated. Here, a close work with the inspectors is 
needed. The inspectors will be asked to go over the list generated in the first phase to 
determine which ones are worth to be inspected. Then, a predictive DM algorithm is 
used to determine the inspection list automatically. At this phase, some behavioral 
variables will be used as predicators. 

Our solution framework is presented to a bank and some initial steps are taken 
towards its implementation. The first impressions of the bank authorities are quite 
positive.  

The rest of the paper is organized as follows. In the next section we will provide 
some background information on money laundering and the global regulations. We 
will also give a brief survey on related literature. In the second section, we will 
describe the two phase AML solution framework that we suggest. In section three, we 
will summarize the paper and give the conclusions. 
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1. Background 

Black money can be defined as the money made from a variety of criminal activities 
such as illegal arms sales, smuggling, drug trafficking, prostitution rings, activities of 
organized crime, embezzlement, insider trading, bribery and fraud [3]. The profits 
made from these activities usually sums up to huge amounts and according to some 
estimates it could comprise two per cent of the global GDP.  

The black money should somehow be introduced to the legal economy. Money 
laundering can be defined as the processing of criminal profits through the financial 
system to obscure their illegal origins and make them appear legitimate [3]. 

Money laundering involves three stages: placement, layering and integration [4]. 
Placement is the introduction of the dirty money to the financial system. After putting 
the money in the financial system, the money launderer works the money through a 
complex series of transactions to separate it from its illegal origins. This is known as 
the layering. Finally the integration phase, involves reintegrating the washed or 
cleansed funds with formal sector economic activity.  

For laundering the money a variety of different techniques can be used such as 
structuring, use of front companies, mis-invoicing, use of shell companies, wire 
transfers, mirror image trading etc. The interested reader can refer to the paper of 
Buchanan [3] for the details. Also the development of the internet has eased the money 
laundering process [4]. 

There are some global and national regulations for fighting the money laundering. 
The financial institutions (banks) are required to report any suspicious transactions that 
their customers make to local authorities. There are also some international regulations 
that coordinate these institutions and put the rules for international cooperation [5]. 
The Bank Secrecy Act (BSA) was the very first regulation declared in the USA in 
1970. The Financial Action Task Force (FATF) is one of the most important 
regulations. It was formed by the G7 countries in 1989 with the primary purpose of 
examining measures to combat money laundering.  The details of these and other 
global regulations can be found in the study of Buchanan [3]. 

Anti money laundering (AML) systems process the financial transactions using 
some rules or statistical-artificial intelligence tools to flag non-obvious relationships 
between pieces of data in large input data sets, or to look for unusual patterns of 
behavior, such as sudden cash movements in a previously dormant account [6, 7, 8]. 
There are also some AML systems which use artificial intelligence and intelligent 
agents [9]. 

Canhoto and Backhouse [10] make a discussion on why the AML systems can not 
achieve high success rates: First, money laundering (ML) does not correspond to any 
one particular behavior.  Second, ML may involve a variety of actors, ranging from 
individual criminals who themselves launder the money to highly sophisticated 
organized crime groups that have their own ‘financial director’ [6]. Third, the form that 
ML takes is continuously evolving [7]. Fourth, the few elements of information 
available are held by different institutions that do not exchange information easily 
owing to legal, strategic and operational reasons. 

As most money laundering processes involve more than one financial institution 
and since the anti money laundering solutions are applied in individual banks then it 
will not be possible to track the transactions in other banks. If this was possible then 
possibly more powerful solutions could have been developed. But even if we have the 
records of only one bank it will still be possible to find some ways of identifying 
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suspicious transactions/customers. In this study, we consider this case of having access 
to the records of only one bank. 

2. Suggested AML Framework 

To overcome the basic deficiency of the available commercial AML systems (that is, 
either the list is too long to inspect or short but having the risk of failing to include 
actually fraudulent cases) and to utilize the powerful DM techniques, we suggest a two 
phase intelligent AML framework: 

1. Descriptive data analysis phase 
2. Predictive data analysis phase 

As the names imply, descriptive and predictive DM techniques are used for the 
first and second phases, respectively.  In the first phase, anomaly detection algorithm is 
used to narrow down the search list. That is instead of investigating the full list of 
transactions/customers, the ones showing usual behavior are eliminated and the search 
space is reduced. In the second phase, predictive DM algorithms are used. To cope 
with the difficulty of establishing a training set, we suggest showing the list obtained 
from anomaly detection procedure to inspectors and ask them to flag the ones they find 
worth to inspect and use these as the training set. Also, the ones found suspicious after 
the inspections can be taken as another training set to learn from.  The details of these 
two phases are given in the subsections below. 

2.1. Descriptive Data Analysis  

The search for suspiciousness can be made on transaction level, account level or 
customer level. We prefer the investigations be carried on customer level and give the 
discussion accordingly. But, the same ideas are also valid for transaction and account 
levels. Thus, in our terminology, the term “customer level” denotes all three levels 
without loss of generality.  

We can start developing our AML solution by asking questions on what is 
suspicious. What kind of customer behavior should be defined as suspicious? For 
example, is a customer who made more than 50 wire transfers last month suspicious or 
not? Actually, there is not a direct answer to this question. It all depends on what kind 
of a customer that is. If, for example, he owns a small business or something like that, 
this can be a normal behavior. On the other hand, even he is an individual but his way 
of using the bank is so that he is routinely making many wire transfers, we may regard 
him as usual. So, two things turn out to be important to judge whether a particular 
behavior is suspicious or not: 

1. The type (peer group) of the customer 
2. The historical behavior of the customer 

Thus, any solution attempting to find out what is suspicious should take both of 
these factors into account. Actually, most of the commercial AML solutions take the 
first factor into account (the study of Tianqing [11] suggests considering both factors 
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but in a sequential manner). The peer groups are determined as rule based segments or 
by clustering algorithms. Whatever the method is, determination of the variables to be 
used in forming the peer groups is very important. The peer groups should distinguish 
between the dynamics of different money laundering methodologies. In our opinion, 
use of clustering should be preferred where variables such as the following should 
primarily be selected: 

Number of accounts opened 
Number of accounts closed 
Number of accounts opened or closed through internet 
Number of debit and credit transactions 
Amount and number of transactions through internet 
Number of wire transfers, incoming and outgoing 
Total and average amount of wire transfers 

Then, to cope for the second factor, we suggest using the deviation of the customer’s 
last behavior (say, last month) from his average behavior in the near past (say, last six 
months) using the equation: 

Deviation = (x- ) /                    (1) 

where,  
x = the value in the last month  

 = average value in the last six months 
 = standard deviation of the values in the last six months 

Then using these normal and deviation variables (say, the number of variables in 
total is n) natural clusters are determined (say, the number of clusters obtained is k).
Some customers will be close to the cluster centers while some will be apart. The 
distance of the customer from the cluster center (Customer Distance = CD) can be 
defined as; 

CD = sum of the variable distance (VD) values             (2) 

where, the variable distance for variable k (VDk) is equal to the absolute difference of 
the customer’s variable k value from the value at the cluster center. 

Then, the customer anomaly index (CAI) can be defined as the customer distance 
value divided by the average customer distance value in the cluster. That is,  

CAI = CD / (average CD in the cluster)              (3) 

The customers having a CAI close to one, can be regarded as normal, or usual. The 
ones having a high CAI are outliers; if we are to suspect some customers, these can be 
the candidates. They showed an usual behavior as compared to their peer group or their 
past. All these can be legitimate of course but probabilistically we can say that the 
fraudsters will be among them with a higher probability.  
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After determining the customers having a high anomaly index, it is also desirable 
to know the source of this high index. In this regard, we can determine variable k’s
contribution measure to the CAI (VCMk) using the formula, 

VCMk = VDk / CD                   (4) 

Then, pointing out the variables with a high contribution could be of great help to the 
inspectors. An example list from this phase is given in table one. We thank to our 
commercial partner for letting us use this table here.  
Table 1. Anomaly list of phase one. 

This is only a small part of a long list. In the first column we see the customer 
anomaly index of the customers sorted in non-increasing order (in the software we 
used, the max index value is normalized to 5.00). Then we see the two variables which 
contribute most to the anomaly status of the customer. For example, for the first 
customer, the number of times the customer is logged on to internet banking is 
responsible for the 62 per cent whereas the number of current accounts in TRL 
explains 22 per cent of his anomaly behavior. 

The list of customers obtained by such an anomaly detection algorithm can be 
used as a standalone tool where only the customers having anomaly indexes larger than 
a high threshold can be inspected. Otherwise, if the threshold is lowered, the number of 
customers to be inspected could become much more than that can be inspected. Or, the 
list obtained by a lower threshold can be transferred to the second phase as the starting 
list.

2.2. Predictive Data Analysis  

As indicated above, the difficulty in using the predictive DM is that, the cases which 
are known to be money laundering are too few. This is far beyond being sufficient to 
form a training set. However, during our discussion with the inspectors on the result of 
anomaly detection, we noticed that they can quickly judge on whether a customer 
having a high anomaly index should be inspected or not. So, we developed the idea of 
using the predictive DM to predict which customers the inspectors will want to inspect.  
They can go over the full anomaly list once to indicate the ones requiring inspection 
and this can form the training set to determine how the anomaly detection results 
produced later can be treated. The model trained could be applied to the list generated 
in phase one to determine a subset of it for which there is a higher probability that the 
inspectors might want to inspect. 

CAI Primary Variable VCM Secondary Variable VCM
5.00 INT-LOGON-NUM 0.62 CA-NUM-ACCT-TL 0.22
4.92 CHEQUE-NUM-TRX-DEV 0.34 BRANCH-NUM-TRX-DEV 0.29
4.59 EFT-IN-TRX-NUM-DEV 0.98 CC-NUM-TRX 0.01

E. Duman and A. Buyukkaya / Money Laundering Detection Using Data Mining292



Figure 1. The training sets for predictive DM. 

Also, after making the inspection, the inspectors will find some customers 
suspicious that are to be informed to the local regulatory office. This result can be 
taken as the training set and predictive DM can once again be applied to predict which 
customers are actually suspicious (see figure 1). This can further narrow down the list 
of customers to be inspected. This way the workload of the inspectors could be 
minimized with a small risk (hopefully) of failing to inspect the customers who are 
actually fraudulent. 

3. Summary and Conclusions 

In this study, the definition and the types of money laundering are given. Then, a short 
information regarding the solutions for anti money laundering is given. It is noted that, 
the available solutions are mostly rule based and that they have a drawback of either 
producing too long lists which is difficult to inspect or when they produce shorter lists, 
they have the risk of failing to include actually fraudulent cases.  

To overcome this drawback of the existing solutions we suggested a new AML 
framework which makes use of data mining. The framework consists of two phases: 
descriptive data mining and predictive data mining. 

When we shared these ideas with the managers of a major bank in Turkey we got 
quite good impressions towards the implementation of such a solution. 
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Abstract. Global medical and epidemic surveillance is an essential function of

Public Health agencies, whose mandate is to protect the public from major health

threats. To perform this function effectively one requires timely and accurate med-

ical information from a wide range of sources. In this work we present a freely ac-

cessible system designed to monitor disease epidemics by analysing textual reports,

mostly in the form of news gathered from the Web. The system rests on two major

components—MedISys, based on Information Retrieval technology, and PULS, an

Information Extraction system.

Keywords. Information Retrieval, Information Extraction, multilinguality, medical

intelligence, multi-document information aggregation

Introduction

Professionals in many fields need to sieve through large volumes of information from

multiple sources on a daily basis. Most European Union (EU) countries have a national

organisation that continuously monitors the media for new threats to the Public Health in

their country, and for the latest events involving health threats. These threats range from

outbreaks of communicable diseases and terrorism cases such as the deliberate release

of biological or chemical agents, to chemical or nuclear incidents. Typically, the staff of

these organisations search their national and local newspapers and/or purchase electronic

news from commercial providers such as Factiva or Lexis-Nexis. Until recently, relevant

news articles were cut out from printed press, and compiled into an in-house newsletter,

which was then discussed among specialists who had to decide on the appropriate ac-

tion. As more news sources became available on-line, it became easier to find relevant

articles and to compile and manage them electronically. At the same time, the number

of available sources rose, and—due to increased travel and the consequent importing of

infectious diseases—it became necessary to monitor the news of neighbouring countries

and major travel destinations.

These and similar professional communities can benefit from text analysis soft-

ware that identifies potentially relevant news items, and thereby increases the speed

and efficiency of their work, which is otherwise slow and repetitive. The search func-
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tions of news aggregators, such as Factiva or Google News, allow users to formulate

Boolean search word combinations that filter items from large collections. The European

Commission’s Medical Information System, MedISys, in addition to providing keyword-

based filtering, aggregates statistics about query matches, which enables it to provide

early-warning signals by spotting sudden increases in media reports about any Public

Health-related issue and alerting the interested user groups.

While this functionality is in itself helpful for the communities in question, deeper

text analysis can provide further advantages, beyond those provided by classic Informa-

tion Retrieval (IR) and alerting. In this chapter, we describe the IR and early-warning

functionality of MedISys, and how it inter-operates with the information extraction (IE)

system PULS, which analyses the documents identified by MedISys, retrieves from them

events, or structured facts about outbreaks of communicable disease, aggregates the

events into a database, and highlights the extracted information in the text. Our evalua-

tion confirms that event extraction helps to narrow down the selection of relevant arti-

cles found in the IR step (improving precision), while on the other hand missing a small

number of relevant articles (lowering recall).

The next section presents related work; sections 2 and 3 describe MedISys and

PULS. Section 4 describes the mechanisms currently used for aggregating information

from multiple reports. Section 5 shows how the two systems are combined into one Web

application. Section 6 presents evaluation results. The final section draws conclusions

and points to future work.

1. Related work

Information retrieval and information extraction have been thoroughly researched over

the recent decades, with abundant literature on both topics. Typically they are studied

separately, with results reported at different fora, and they are considered different prob-

lem areas, since they employ quite different methods. Conceptually, IR and IE both serve

a user’s information need, though they do so at different levels. It is understood that in

real-world settings, IR and IE may be expected to interact, for example, in a pipeline

fashion. The possibilities of tighter interaction largely remain yet to be researched.

Gaizauskas and Robertson ([1]) investigated the costs and benefits of combining IR

and IE, by first applying a search engine (Excite) and its summary extraction tool, and

then extracting MUC-6 “management succession” events, ([2]). The MUC-6 task is to

track changes in corporate management: to find the manager’s post, the company, the

current manager’s name, the reason why the post becomes vacant, and other relevant

information about the management switch. The authors conclude that using IR as a filter

before IE clearly results in a speed gain (since applying IE to all documents returned by

the search engine would not have been possible), while the cost was a loss of 7% of the

relevant documents. In further experiments by Robertson and Gaizauskas ([3], precision

rose by 32% up to 100%, though at the cost of losing 65% of the retrieved relevant

documents.

From an application point of view, to our knowledge, there are two other systems

that attempt to gather information about infectious disease outbreaks from automatically

collected news articles: Global Health Monitor [4] and HealthMap [5]. The systems pro-

vide map interfaces for visualising the events found.

R. Steinberger et al. / Text Mining from the Web for Medical Intelligence296



Global Health Monitor follows about 1500 RSS news feeds hourly, and matches

words in the new articles against a taxonomy of about 4300 named entities, i.e., 50 names

of infectious diseases, 243 country names, and 4000 province or city names. For place

names, the taxonomy contains latitude-longitude information. The 50 disease names are

organised into an ontology with the properties relating to synonyms, symptoms, associ-

ated syndromes and hosts. The Global Health Monitor processing consists of four steps:

(1) relevance decision (using Naı̈ve Bayes classification); (2) named entity recognition

(disease, location, person and organisation, using Support Vector Machine classifica-

tion); (3) filtering of articles containing both disease and location names in the first half

of the text. Additionally, only those disease-location pairs are retained that are frequently

found in a separate reference corpus. Step (4) then visualises the successful matches on

a map. Due to the rigorous filtering in steps (1) to (3), the system retains information on

25-30 locations and on about 40 infectious diseases a day. The system currently provides

text analysis for English, though the underlying ontology includes terms in several other

languages, including Japanese, Thai, and Vietnamese.

HealthMap monitors articles from the Google News aggregator and emails from the

collaborative information-sharing portal ProMED-Mail,2 and extracts information about

infectious diseases and locations. After a manual moderation process, the results are

stored in a database and visually presented on a map. Diseases and locations are iden-

tified in the text if words in the text exactly match the entities in the HealthMap taxon-

omy, which contains about 2300 location and 1100 disease names. Some disambiguation

heuristics are applied to reduce redundancy (e.g., if the words “diarrhoea” and “shigel-

losis” are found, only the more specific entity “shigellosis” will be retained). HealthMap

identifies between 20 and 30 disease outbreaks per day. More recent articles and those

disease-location combinations reported in multiple news items and from different sources

are highlighted on the map. The system developers point out the importance of using

more news feeds, as their current results are focused toward the North-American conti-

nent. HealthMap currently displays articles in English, French, Spanish and Russian, ([5]

describes English processing only).

The system presented in this chapter covers a large number of sources, a wide range

of languages (currently, 43) and health-related topics (epidemic, nuclear, chemical and

radiological incidents, bio-terrorism, etc.) Its special emphasis is on aggregation of the

information collected from multiple sources and languages, and across time, and using

the aggregation to provide additional functionality—for example, urgent warnings about

unexpected spikes in levels of activity in a given area.

2. Information Retrieval in MedISys

The Medical Information System, MedISys, automatically gathers reports concerning

Public Health in various languages from many Internet sources world-wide, classifies

them according to hundreds of categories, detects trends across categories and languages,

and notifies users. MedISys provides access at three levels: (1) free public access, (2) re-

stricted access for Public Health professionals outside the European Commission (EC),

and (3) full access inside the EC. The public MedISys site3 presents a quantitative sum-

2http://www.promedmail.org
3http://medusa.jrc.it/
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mary of latest reports on a variety of diseases and disease types (e.g., respiratory infec-

tions), on bio-terrorism-related issues, toxins, bacteria (e.g., anthrax), viral hemorrhagic

fevers (e.g., Ebola), viruses, medicines, water contaminations, animal diseases, Public

Health organisations, and more. The restricted access site for non-Commission users of-

fers more subject categories (e.g., covering nuclear and chemical contamination) and

allows users to subscribe to daily, automatically-generated summary reports on various

themes. The most complete functionality and coverage is at the Commission-internal

site, which additionally monitors a number of copyright-protected news sources, such as

Lexis-Nexis and about twenty news-wires.

MedISys aims to save users time, give them access to more news reports in more

languages, and issue automatic alerts. An important feature of MedISys is that early-

warning statistics are calculated considering the information aggregated from the news

articles across all languages. MedISys is thus able to alert users of relevant events that

may not yet be in the news of their country or language.

The development of MedISys was initiated by the European Commission’s (EC)

Directorate General Health and Consumer Protection (DG SANCO) for the purpose of

supporting national and international Public Health institutions in their work on moni-

toring health-related issues of public concern, such as outbreaks of communicable dis-

eases, bio-terrorism, and large-scale chemical incidents.4 The following sections cover

the functionality of MedISys in more detail.

2.1. Collection and standardisation of Web documents

MedISys currently monitors an average of 50,000 news articles per day from about 1400

news portals around the world in 43 languages, from commercial news providers includ-

ing 20 news agencies, Lexis-Nexis, and from about 150 specialised Public Health sites.

The monitored sources were selected strategically with the aim of covering all major

European news portals, plus key news sites from around the world, in order to achieve

wide geographical coverage. Individual users can request the inclusion of additional news

sources, such as local newspapers of their country, but these user-specific sources are

normally processed separately in order to guarantee the balance of news sources and their

types across languages.

Where available, MedISys collects RSS feeds. RSS (”Really Simple Syndication”)

is an XML format with standardised tags used widely for the dissemination of news and

other documents. For other sources, scraper software looks for links on pre-defined Web

pages, typically those pages that list the most recently published articles. The scraper

automatically generates an RSS feed from these pages by means of specialised transfor-

mations. These transformations site-specific; they are currently produced and maintained

manually, one separate transformation for each news site.

The grabber decides which of the articles in the RSS feed are new, by comparing the

titles from earlier requests, and downloads the new articles. Since news pages contain

4MedISys users include supra-national organisations, such as the European Commission, the World Health
Organisation (WHO) and the European Centre for Disease Control (ECDC), as well as national authorities,

including the French Institut de Veille Sanitaire (INVS), the Spanish Instituto de Salud Carlos III, the Canadian

Global Public Health Intelligence Network (GPHIN), the US CDC. MedISys is part of the Europe Media
Monitor (EMM) product family, [6], developed at the EC’s Joint Research Centre (JRC), which also includes

the live news aggregation system NewsBrief, the news summary and analysis system NewsExplorer [7] and the

exploratory tool set EMM-Labs. See http://emm.jrc.it/overview.html for an overview of EMM applications.
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not only the news article proper, but also a great deal of irrelevant information, the main

news article is extracted from each web page using a (patent-pending) text extraction

process. During this process the documents are transformed into Unicode. The result is

a standardised document format that allows common processing of all texts. Information

about the document’s language, source country, download time and source site are pre-

served as meta-data. The grabber software also checks whether the new text has a unique

signature for this particular source. This avoids propagation of duplicate texts through

the system.

2.2. Filtering and classification of the documents

MedISys allows the selection of articles about any subject, via Boolean combinations of

search words or lists of search words, with positive or negative weights, and the setting of

an acceptance threshold. The user may require that search words occur within a certain

proximity (number of words), and may use wild cards. Using wildcards is crucial when

dealing with highly-inflected languages. Each such subject definition is called an alert.
Alerts are multilingual, which means that search word combinations mix languages. In

addition to the generic alerts pre-defined by the JRC’s team of developers, the specialist

users may create their own subject-specific alert definitions. Users are responsible for the

accuracy and completeness of their own alerts. A dedicated algorithm was developed at

the JRC that allows the system to scan incoming articles for thousands of alert definitions

in real time. Information about the alerts found in each article is added to the RSS file.

There are about 200 alert definitions for Public Health-related subjects in MedISys.

The alerts are organised into a hierarchy of classes, such as Communicable Diseases,

Symptoms, Medicines, Organisations, Bio-terrorism, Tobacco, Environmental & Food,

Radiological & Nuclear, Chemical, etc., each containing finer sub-groups. On average,

3–4% of the 50,000 news items gathered daily satisfy at least one MedISys alert.

In addition to the subject alerts, there is one alert for each country of the world, in-

cluding the name of the country and a major city. More fine-grained geo-coding and dis-

ambiguation are carried out downstream in the EMM NewsExplorer application, see [8].

Figure 1 shows the page on Leptospirosis, which is a specific entry of the group Enteric
Infections in the main section Diseases.

2.3. Detection of early-warning trends across languages and news sources

The alert definitions in MedISys are multilingual, so that the mention of a disease or

symptom can be identified in multiple languages. MedISys keeps a running count of all

disease alerts for each country, i.e., it maintains a count of all documents mentioning

a given disease and country, over a time window of two weeks. An alerting function

detects a sudden increase in the number of reports for a given category and country, by

comparing the statistics for the last 24 hours with the two-week rolling average. The more

articles there are for a given category-country combination compared to the expected

number of articles (i.e., the two-week average), the higher the alert level. Figure 2 shows

a MedISys graph with the combinations having the highest alert level at a given time. The

colour codes red (leftmost bars), yellow (middle bars) and blue (rightmost bars) indicate

the alert levels high, medium and low.

The alert levels are calculated assuming a normal distribution of articles per cate-

gory over time. Alert levels are high (or medium), if the number of articles found is at
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Figure 1. A page on Leptospirosis on the restricted MedISys site, with part of the category hierarchy exposed

on the left. The bar chart in the middle column shows the absolute and relative number of articles falling into

this category. The countries mentioned in articles about leptospirosis are highlighted on the map on the right

(mostly Egypt and Iraq). The most recently retrieved mixed-language articles falling into this category are

listed in the lower section.

least three times (or twice) the standard deviation. As the total number of articles varies

throughout the week (fewer articles on Sunday and Monday), a correction factor is ap-

plied to normalise the expected frequencies according to the day of the week. The thin

line in the bar chart in Figure 1 shows the relative number of articles for a given alert

compared to the total number of articles that day.

2.4. Distribution of the extracted information to the MedISys users

The Web interface of MedISys can be used to view the latest trends and to access articles

about diseases and countries. For each page, RSS feeds are available for integration of

the results into downstream user applications. Users can also opt to receive instant email

reports, or daily summaries regarding a pre-selected disease or country, for their own

choice of languages. Users can subscribe to summary reports containing information on

groups of alerts (e.g., Avian Diseases, including avian flu, duck virus and others). Regis-

tered users can also obtain access to the JRC’s Rapid News Service, RNS, which allows

them to filter news from selected sources or countries, and which provides functional-

ity to quickly edit and publish newsletters and to distribute them via email or to mobile

phones (SMS). MedISys displays the title and the first few words of each article, plus a

link to the URL where the full news text was originally found.
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Figure 2. Alert statistics showing which category-country combinations are most active at the moment, com-

pared to the average number of articles for the same combination. For each combination, the lower left bar

indicates the expected number of articles, while the higher right bar shows the number found in the last 24

hours.

2.5. Implementation details and performance

MedISys currently processes about 50,000 media reports per day in real time. MedISys

and EMM [6] are implemented in Java on Microsoft servers. MedISys shares tasks and

machines with EMM, but running standalone, it would require three servers (dual proces-

sor multi-core with 4 GB of memory each). The system is scalable and could cope with

processing many more feeds and news articles, for example, by processing the different

languages distributed over several machines. The processes are fast and light-weight so

that news monitoring and alerting happen in real-time. The slowest part of the process is

downloading the articles from the Web (response time at the source). Computationally,

the heaviest process currently is the real-time clustering of news articles (performed ev-

ery ten minutes). The categorisation and article filtering system (see Section 2.2) matches

about 30,000 patterns (multi-word terms and their combinations) against the incoming

articles in a few hundred milliseconds for an average article, to categorise the articles

according to about 750 categories.

3. Extraction of epidemic events in PULS

MedISys has proven to be useful and effective for finding and categorising documents

from a large number of Web sources. To make the retrieved information even more useful

for the end-user, it is natural to consider methodologies for deeper analysis of the texts, in

particular, information extraction (IE) technology. After MedISys identifies documents

where the alerts fire, IE can deliver more detailed information about the specific incidents

of the diseases reported in those documents.

IE helps to boost precision, since keyword-based queries may trigger on documents

which are off-topic but happen to mention the alerts in unrelated contexts. Pattern match-
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Figure 3. A table view of the extracted incidents.

ing in IE provides the mechanism that assure that the keywords appear in relevant con-

texts only. This is of value to users who are interested in specific scenarios involving

diseases—outbreaks and epidemics, vaccination campaigns, etc.—as opposed to users

who wish to monitor documents that mention the diseases in a broader context.

PULS, the Pattern-based Understanding and Learning System, is developed at the

University of Helsinki to extract factual information from plain text. PULS has been

adapted to analyse texts in the epidemiological domain, for processing documents that

trigger MedISys alerts.5 Earlier, PULS’s medical event detection had been applied to two

sources dedicated to epidemiological reports—ProMED-Mail and WHO epidemic and

pandemic alert and response.6 We next describe the processing of epidemics-related texts

in PULS.

3.1. Event extraction in the medical domain

For each document, the IE system extracts a set of incidents reported in the text. An

incident is a structured representation of an event7 involving some communicable dis-

ease, described in the text in natural language. An incident consists of a set of attributes:

the location and country of the incident, the name of the disease, the date of the inci-

dent, and descriptive information about the victims—their type (people, animals, etc.),

their number, whether they survived, etc. The incident may cover a single occurrence

“80 chickens died on the farm on Wednesday,” or larger time interval, as in “Two peo-

ple in the region have contracted the disease since the beginning of the year.” Text may

also contain ’periodic’ incidents: “according to authorities, 330 people die of malaria in

5http://doremi.cs.helsinki.fi/jrc
6http://www.who.int/csr/don/en/
7The term event is used differently in the medical and the computational communities. To the medics, an

event denotes the entire course of an epidemic episode, from its inception to completion. In the computational

literature on IE, event denotes a single, atomic “factoid”, that may be isolated, or may belong to a group of

factoids that together describe the entire course of an epidemic. In the rest of this chapter, the computational

reading is intended.
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Uganda daily” (these are not currently handled by the system). The system also identifies

events in which the disease is unknown, or undiagnosed, which are especially important

for surveillance. For example, the sentence:

The deadly Ebola outbreak has so far killed 16 people in Gabon”

will trigger the creation of an incident—a record in a relational database—and assign

the underlined values to the corresponding attributes. Each record extracted from the

document is permanently stored, together with links to the exact offsets in the text where

its attributes were found within the document.

Figure 3 presents a view of the database, as it appears on the Web site. This collec-

tion of rows was returned in response to a user query, which is specified by constraints on

some of the attribute columns. Here, the constraints are on publication date (April 2007),

disease (avian influenza) and country (Indonesia or Cambodia). The constraints are en-

tered into the text boxes below the column names. (The table is ordered by publication

date by default.) Blue rows in the table correspond to confident events (defined below in

section 5), and white rows are less confident.

For detailed information about the design principles behind PULS, see, e.g., [9,10].

The system relies on several kinds of domain-independent and domain-specific knowl-
edge bases. An example of domain-independent knowledge is the location hierarchy,

containing names of countries, states or provinces, cities, etc. An example of a domain-

specific knowledge base is the medical ontology, containing names of diseases, viruses,

drugs, etc., organised in a conceptual hierarchy. The ontology currently contains 2,400

disease terms; 400 vectors (organisms that transmit disease, like rats, mosquitoes, etc.);

1,500 political entities—countries, their top-level divisions and name variants; over

70,000 location names (towns, cities, provinces).

PULS uses pattern matching to extract events; the system contains a domain-specific

pattern base—a cascade of finite-state patterns, which map information from its syntactic

representation in the sentence to its semantic representation in the database records. For

example, the above sentence about Ebola will be matched by a pattern like:

NP(disease) VP(kill) NP(victim) [ ’in’ NP(location) ]

The pattern first matches a noun phrase (NP) of semantic type disease; “Ebola” is a

descendant of the disease node in the ontology. Then it matches a verb phrase (VP)

headed by the verb kill (or its synonyms in the ontology). The verb phrase also subsumes

modifier elements, such as the auxiliary verb has, the adverbial phrase so far, etc. The

square brackets indicate that the locative prepositional phrase is optional; in case the

location is omitted in the sentence, it is inferred from the surrounding context.

Populating the knowledge bases requires a significant investment of time and man-

ual labour. PULS employs weakly-supervised learning to reduce the amount of manual

labour as far as possible, by bootstrapping the knowledge bases from large, un-annotated

document collections, [11,12].

Various views may be used to present the relational data. Especially important are

views that aggregate the information according to the user’s criteria. Examples of views

the PULS system provides include geographic maps, as in Figure 4 and charts or his-

tograms, as in Figure 5.
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Figure 4. A geographic map of bird flu incidents

4. Cross-document aggregation

Besides the accuracy of the MedISys filtering and categorisation, an important issue

for users is multiple reporting: due to the high number of independent news sources,

MedISys captures many reports that readers of one or a few news sources would miss,

but the flip-side of the coin is multiple reporting. This causes extra work for the users and

makes monitoring daily news a time-consuming task. The solution to this problem lies in

the aggregation of reports into larger units. MedISys and PULS use different approaches

to aggregation, which are not currently integrated.

4.1. Clustering in MedISys

MedISys presents news clusters to the users, grouping similar news reports arriving

within at most 8 hours of each other. The short time window means that clusters normally

contain articles published within the same day. If reporting continues steadily, articles

from different days will be grouped into the same cluster. The similarity measure for the

news articles is based on cosine similarity on a simple vector-space representation of the

first 200 word tokens of each article. This means that not only multiple reports of the

same story, but also similar reports about different cases for the same disease may be

grouped together. This method also allows users to discard entire groups of non-relevant
articles (e.g., discussions about vaccination campaigns) at once.

4.2. Grouping disease events into outbreaks in PULS

PULS provides another means of aggregating multiple individual facts into larger units.

PULS goes beyond the traditional IE paradigm in two respects. First, in a typical IE sys-

tem, documents are processed separately and independently; facts found in one document
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Figure 5. A chart of bird flu reports (over a time period specified by a user’s query)

do not interact with information found in other documents. Second, for each attribute in

an extracted incident, the IE system stores only one value in the database record—the

locally best guess for that attribute.

1. After PULS extracts information from each document locally, it attempts to glob-

ally unify the extracted facts into groups, which we call outbreaks. An outbreak is a

set of related incidents. Currently, incidents are related by simple heuristics: they must

share the same disease name and the same country, and occur reasonably ’close’ in time.

Closeness is determined by a time window, currently fixed at 15 days.8 A chain of inci-

dents, any pair of which are separated by no more than the time window, are aggregated

into the same group. Thus, an outbreak is a kind of a ’bin’ containing related incidents,

and provides an added level of abstraction above the ’low-level’ facts/incidents.

2. When PULS stores a record in the database, for each attribute, in general, rather

than storing a single value, PULS stores a distribution over a set of possible values. For

example, the sample text (in the first paragraph of this section) might read instead “Five
more people died last week.” PULS will then try to fill in the missing attributes (i.e.,

the disease name, location) by searching for entities of the corresponding semantic type

elsewhere in the discourse. In general, for a given attribute of an event, the document will

contain several possible candidate entities, and each candidate will have a corresponding

score—measuring how well it fits the event. The score depends on certain features of

the candidate value. These features include whether the value is mentioned inside the

trigger—the piece of text that triggered some pattern from the pattern base; whether it

appears in the same sentence as the trigger; whether it appears before or after the sentence

containing the trigger; whether this value is the unique value of its type in the sentence

that contains the trigger (e.g., the sentence mentions only a single country, or disease);

whether the value is unique in the entire document; etc.

Using a set of candidate values rather than a single candidate is helpful in two ways.

First, it allows us to compute the confidence of an incident, which is used in cross-

8The time window could be made more sensitive, e.g., dependent on the disease type.
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document aggregation (in section 5). Second, it allows us to explore methods for recovery

from locally-best but incorrect guesses by using global information.9

The next section shows how these features are used in the combined system.

5. Integration

This section describes the integration between MedISys and PULS, and tries to demon-

strate that even in this early state, the whole is greater than the sum of its parts.

A special RSS tunnel has been set up between MedISys and PULS. At present,

PULS processes only English-language documents. MedISys forwards documents which

it categorises as relevant to the medical domain through the tunnel to PULS. Currently,

the documents arrive as plain text. This is done in addition to the normal processing on

the MedISys side, where running averages are monitored for all alerts, etc. A document

batch is sent every 10 minutes, with documents newly discovered on the Web.

On the PULS side, the IE system analyses all documents received from MedISys,

and returns information that it extracted from the received documents back through the

tunnel—in structured form (also at 10 minute intervals). This communication is asyn-

chronous, while both sites are operating in real-time.

When PULS receives documents from MedISys, it performs the following steps:

First, the IE system analyses the documents, extracts incidents, and stores them

in the database (at http://doremi.cs.helsinki.fi/jrc). Second, PULS uses document-local

heuristics to compute the confidence of the attributes in the extracted incidents.

The confidence of an attribute is computed from the set of candidate values for that

attribute, based on their scores, which are in turn based on the features, as explained in

Section 4.2. If the score of the best value exceeds a certain threshold, the attribute is

considered confident. Some of the attributes of an incident are considered to be more

important than others: here, in the case of epidemic events, these principal attributes are

the disease name, location and date. If all principal attributes of an incident are confident,

the entire incident is considered confident as well.10

Third, the system aggregates the extracted incidents into outbreaks, across multi-

ple documents and sources. The aggregation process requires that at least one of the in-

cidents in each outbreak chain must be confident (that is, chains composed entirely of

non-confident incidents are discarded).

Finally, PULS returns a batch of recent incidents to MedISys, for displaying on its

pages. The goal is to return a set of incidents with high confidence and low redundancy—

a complete yet manageably-sized set for the user to explore. The batch is restricted to

documents published within the last 10 days; from this period, PULS returns the most

recent 50 incidents, filtering out duplicates: if multiple incidents of the same disease in

the same location are reported, PULS returns only the most recent one.11

9This line of current research is not covered in the present chapter.
10In the PULS tables, confident attributes appear in bold, and confident incidents are highlighted.
11Note that this implies that a recent event that was last reported more than 10 days ago, will not appear

in the result list, while an event from several months ago may appear—if it is mentioned in a very recently

published report. This is a design choice that aims for a balance between recency of publication vs. recency of

occurrence of an incident: both may be important to the user. Note also that in any case all events are available

for browsing in the PULS database.
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On the MedISys side, the returned events are displayed in two views. The main

MedISys page shows the five most recent events—these correspond to the most urgent

news. For more detail, this box has a link to the batch of 50 most recent incidents. For

the complete view, the recent list has a link to the PULS database.

6. Evaluation—Summary of Results

The public MedISys site is currently accessed by an average of 1,700 distinct users every

day and over twenty Public Health authorities make use of the restricted site, the cus-

tomisable Regional News Service view of the data, and the automatically sent notifica-

tions. Generally, the feedback from users has been positive. When giving feedback, users

typically ask for more news sources or alert categories. Heavy MedISys users sometimes

express the wish for a more thorough filtering of the news in order to reduce the number

of articles that mention an alert out of context. For instance, news about a a celebrity in

the context of which a disease is mentioned is considered to be unwanted noise. One way

to tackle this issue would be through using automatically trained classifiers that separate

relevant from irrelevant news (e.g., sports, film, etc.). Another option would be to tighten

the filter by tuning the binary alert definitions, using more search words and applying

weights. This tuning of alert definitions is an on-going process, as alert definitions are

updated all the time. The third option is to combine the Information Retrieval approach

used in MedISys with a subsequent Information Extraction phase, as presented in this

chapter.

6.1. Evaluation of the filtering and classification in MedISys

We evaluated disease-related alerts in MedISys by selecting 100 English-language arti-

cles.12 The articles were selected randomly, with a maximum of ten articles taken from a

given day, in order to investigate a broader variety of news articles and alerts. Only those

articles were considered which triggered some MedISys alert definition.

In these 100 news articles, 156 relevant alerts were found. For these alerts, a human

expert judged the accuracy of the alert, by assigning it to one of four categories:

1. The MedISys alert assigned to the news article is appropriate and the article men-

tioned a disease outbreak event. 63 alerts fell into this category.

2. The disease name was mentioned in the article, but in the context of vaccines,

new drugs, or similar. 74 alerts fell into this category.

3. The MedISys alert was inappropriate. This category consists of cases where the

disease name was mentioned, but the article was about generic issues such as

politics, literature, finance or sports. In a small number of cases, person names

or other words are homographic with a disease name triggered the category. For

example, the term Mobility Aids triggered the category HIV. 19 alerts fell into

this category.

12Note that the mandate of MedISys is broader than monitoring communicable diseases, as some users are

interested in chemical or nuclear incidents, in mentions of vaccines or new medicines, etc. However, because

PULS at present identifies only events describing outbreaks of diseases, the evaluation was limited to this

subset of alerts. All other alerts were ignored.
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4. The fourth group consists of articles mentioning a disease that should have been

identified, but were not, corresponding to the false-negative measure (which has

an impact on recall). Some examples: The word HIV-positive did not trigger the

disease HIV, due to a tokenisation error; Foot & Mouth Disease was not recog-

nised because the disease name variant with the ampersand was not part of the

alert definition. 13 alerts fell into this category.

Problems in category 4, such as tokenisation errors and missing disease name vari-

ants, are easy to correct. This example shows that continuous quality control is essential,

and that the performance of queries involving Boolean operators is highly dependent on

the quality of the search words. Since MedISys and NewsBrief have hundreds of alert

categories for a wide variety of users, it is clear that the users have to use their subject

knowledge and control their own alerts. For that purpose, an alert-editing interface is

available to specialist users.

The evaluation shows that the results for concrete alerts involving one or more dis-

ease names are: 137 (63+74) out of 156 alerts were relevant, which corresponds to a

precision of 0.88. The performance for more abstract alerts which cannot so simply be

defined via the occurrence or non-occurrence of specific words (e.g., ’fraud’ or ’stress at

the work place’) is expected to be lower.

6.2. Evaluation of event detection

PULS receives on the order of 10,000 documents from MedISys each month. From 27%

of these documents, PULS extracts about 6,000 incidents, on average.13 The remaining

73% of the documents processed by PULS yield no incidents. This is as expected, since

MedISys does not explicitly select for outbreaks, but for mentions of disease names in

any context, and many documents may mention diseases in contexts unrelated to epi-

demics and outbreaks.

To estimate the proportion of documents rejected by PULS that contain missed

events—false negatives—we manually checked 200 MedISys documents that produced

no events. Among these documents, 14% contained an event that the IE system had

missed.14 As PULS filters out 73% of the incoming documents, adding back the incor-

rectly filtered documents (14% of all filtered), yields that about 63% of the documents

that arrive to PULS contain no epidemic events. In this way, the IE phase helps to distin-

guish reports about epidemic outbreaks from documents that mention diseases in other

contexts.15

We tried to estimate the accuracy of event detection and the confidence heuristic.

Twenty percent of all extracted incidents are rated as confident by PULS. We selected

100 confident incidents at random, and checked their correctness manually. In this eval-

uation we took a conservative (strict) approach: we considered an incident to be correct

13In IE, it is typical for a relevant document to contain more than one incident, since often there is one or

more main events, and other, related events are mentioned as part of background discussion.
14NB: this does not correspond to the false-negative rate. To compute the false-negative rate, recall at the

document level, and recall at the level of events would require a more detailed evaluation, to be conducted in

the future.
15MedISys has an optional boolean filter that tries to capture outbreaks by requiring the name of the disease

to occur in combination with keywords like bedridden, hospital*, deadly, cases, etc. This has not yet been

evaluated.
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only if all of its ’principal’ attributes are correct, i.e. no credit is granted for partially

correct events, unlike in standard IE evaluation. The result was: 72% of the confident

incidents are correct; in 14% of the cases, the information extraction is spurious, i.e.,

PULS extracts an incident where there should be none; in another 14% of the cases, the

confident incident is incorrect—i.e., at least one of the attributes has an incorrect value

(the top-ranked value is wrong). The latter category of error is difficult to correct, since

it is usually due to an inherent complexity in the text. The former type of error may be

simpler to correct, through further tuning of the knowledge bases.

Since outbreak aggregation is our primary means of reducing redundant information

in the flow of news to the user, it is important to estimate the accuracy of the outbreak

grouping. We analysed a randomly chosen set of medium-sized outbreaks: 20 outbreaks

with approximately 10 incidents in each. For each incident we determined whether it was

appropriately included in the outbreak. 68% of the incidents were correctly identified

with their outbreaks. Three of the outbreaks (about 15%) were erroneous, i.e., based on

incorrect confident incidents.16

Of all the incidents examined in this evaluation 22.5% were confident (i.e., on aver-

age, the outbreaks contained only 2–3 confident incidents).

7. Conclusion and future work

The combination of the two initially independent systems MedISys and PULS has lead to

a stronger application offering users complementary functionality through a unified user

interface. For communicable disease outbreaks, which are covered by both systems, the

combination of IR in MedISys and IE in PULS leads to additional advantages: Firstly,

PULS’s computationally heavier methods only need to be applied to the document col-

lection pre-filtered by MedISys. Secondly, the medical event extraction patterns act as an

additional filter to identify only disease outbreak reports. MedISys is designed to capture

not only disease outbreak reports, but also other news articles mentioning diseases. For

users interested specifically in disease outbreaks, PULS’s event recognition helps reduce

the number of reports by filtering out just under three quarters of incoming reports, of

which about 14% are incorrectly filtered relevant reports.

The current status of integration can be taken further: the systems don’t yet make full

use of the other’s information aggregation methods. The categorisation of news items by

MedISys can be useful for the analysis performed by PULS, and is yet to be utilised. The

taxonomies used by the systems are overlapping, but have not yet been fully integrated.

These and other issues are to be tackled in future work.

While we believe that the combination of IR in MedISys and IE in PULS provides

added value, it is not a universal solution. An important strength of MedISys is its multi-

linguality: it monitors media reports in currently 43 languages. Developing PULS-style

event extraction grammars for so many languages is not currently possible: porting the IE

16It was interesting to observe that aggregation is often useful even when the outbreak consists entirely of

incorrectly analysed incidents. For example, in high-profile cases picked up by main news agencies, reports are

re-circulated through multiple sites worldwide. Because the text is very similar to the original report, the IE

system extracts similar incidents from all reports, and correctly groups them together. Although some attribute

is always analysed incorrectly, the error is consistent, and the grouping is still useful: it helps reduce the load

on the user by aggregating related facts.
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system to a new language requires pre-existing robust lower-level linguistic components

(named entity tagger, ontology, parser) for each new language, which are unlikely to be

available for all the languages covered by MedISys in the near future. However, focusing

on the major languages for which lower-level linguistic resources have been developed

is planned for future extensions.
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Learning to Populate an Ontology of
Politically Motivated Violent Events
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Abstract. In this paper we present a working event extraction and clas-

sification infrastructure, which monitors news articles, detects and ex-

tracts structured descriptions of Politically Motivated Violent Events

(PMVE) and feeds them into an ontological knowledge base. A knowl-

edge base of about 2800 PMVE was built semi-automatically.

Keywords. ontology, ontology population, event extraction, news monitoring

Introduction

State-of-the-art artificial intelligence systems use knowledge bases for representing
generic or domain-specific knowledge, which is typically realized by an ontology.
Some domains require encoding large amounts of knowledge that may change
rapidly. Therefore, handcrafting and maintaining a comprehensive ontology, even
for a specific domain, can be quite expensive in terms of time and resources. For
this purpose, methods and tools for automatic ontology population are adopted
as a part of the ontology engineering cycle.

There are several factors, which make such knowledge bases and ontology
population tools relevant to the security domain. Firstly, analysts are interested
in many different types of relations between people, organizations and events.
Secondly, automatic reasoning mechanisms integrated in knowledge bases can
be used to suggest non-obvious links between people, places, organizations, and
events. Thirdly, the dynamic nature of the security domain and the large number
of names and relations present in the relevant news articles make it very difficult
to keep these knowledge bases updated. Therefore, it is essential to exploit the
tools for automatic and semi-automatic ontology population.

Automatic Event Extraction (EE) [1] is a task highly relevant for the security
domain. Its goal is the detection of events of interest (e.g. violent events) in natural
language texts and automatic extraction of the time and place of each event,
as well as its participants (e.g. perpetrators and victims in the security related
domain), instruments used, weapons, etc. The output of a security EE system may
be used to populate automatically or semi-automatically an ontological knowledge
base of security-related events.

1Corresponding Author: Hristo Tanev, Via E.Fermi 2749, 21027 Ispra, Italy,

htanev@gmail.com

Mining Massive Data Sets for Security
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On the knowledge modeling side there have been several initiatives to gather
and represent security related data. Some approaches are based on text document
collections [2], some on structured databases [3] and there is at least one approach
that uses a knowledge base [4]. Typically, these resources store information about
significant terror organizations, key persons and terror acts over a certain period
of time. With the emergence of the Semantic Web, web-based terrorism ontologies
have been constructed [5], which act as components of larger systems and provide
them with machine-processable domain knowledge.

A common major problem in this area is the so-called knowledge acquisition
bottleneck, i.e. the acquisition of related data to populate these ontologies. Even
though some systems [6] provide intelligent user interfaces for knowledge entry, the
human experts, especially in the security domain, are not easily accesible or they
are expensive. Therefore, automatic extraction of the security related information
from readily available sources, such as the news reports is an appropriate solution
to this problem.

In this paper we address the problem of automatic detection and extraction
of Politically Motivated Violent Event (PMVE) instances from online news arti-
cles and using them to semi-automatically populate the ontology of PMVE. The
PMVE knowledge base is a result of these two activities and the entire process
is thus realized by two components. The first component is the NEXUS event
extraction system that detects the descriptions of the PMVE in the news arti-
cles. After the validation of the detected events by a human expert, the second
component, which is the semantic engine, populates the knowledge base by de-
vising the PMVE ontology. The PMVE ontology that provides the system with
machine-processable knowledge about conflict events is only concerned about the
events that have an impact on the society, for example terror attacks, bombings,
hijackings etc. Single criminal acts such as bank robberies or murders are out of
the scope of this work.

Gathering and modeling knowledge about the PMVE is an extremely im-
portant task for a better understanding of the situation in politically unstable
regions. A proper analysis not only results in early warning for incoming conflict
and political crises but also in actionable decisions of the policy-makers.

1. Background

1.1. Event extraction

In 2004 eVent Detection and Recognition task (VDR) was introduced at the
Automatic Content Extraction initiative (ACE) [7] organized by the National
Institute of Standarts (NIST). Different event types were considered in this task:
business events, security-related events, life events, such as birth and death, etc. At
ACE 2007 only one participant submitted results for the VDR task, gaining score
13.4% of the possible maximum. These figures show that the EE is a hard task.
[8] describe different linguistic and semantic phenomena, which make EE complex
and hard to tackle. The two most important phenomena are event descriptions
being scattered and overlapping.
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Typically, the EE systems use structural patterns (see among the others
REES [9] and PULS [10]), which are created manually, as it was done for the
REES system, or via machine learning [11]. Other systems use an annotated cor-
pus to learn context features via standart machine learning techniques [12].

When working with news sources, it becomes important to detect the men-
tions of the same event in different documents. Currently, few state-of-the-art EE
systems are capable of aggregating information across documents. For example,
the PULS - MediSys system [10] combines information about communicable dis-
ease incidents from different reports into disease outbreak events. This system
finds the time period, the place, and the disease for each outbreak detected. How-
ever, it cannot estimate the total number of the victims of the outbreak, even
though it detects the number of the victims for each incident report.

1.2. Ontologies

In Artificial Intelligence (AI) ontologies have been used to declare the knowledge
embedded in a knowledge base system and to facilitate knowledge sharing and
re-use. In the aftermath of September 11 attacks there has been increased re-
search in security intelligence. Thus various ontologies and knowledge bases have
been constructed that concentrate on studying the relationships between terrorist
organizations, individual terrorists, related locations etc. One of the recent works
on this topic is reported in [13]. This is an ongoing project to collect terrorism
related data from publicly available sources and to structure it by using a ter-
rorism ontology. The Terrorism Knowledge Base (TKB) mentioned earlier is one
of the most comprehensive non-ontology based terrorist knowledgebases, however
work has been done [14] to incorporate ontologies in order to improve its search
facilities. In a separate initiative, the Cyc Project enhanced its existing knowledge
base from diverse sources to provide intelligence analysis in the terrorism domain
[15].

Social Network Analysis, (SNA) [16] is an approach to analyze social entities
such as people and organizations and their interrelations by focusing on a network-
based view. It has been used in the security intelligence domain, particularly in
the analysis of terrorist [17,18] or criminal networks [19].

Our approach here differs from these approaches in that it combines the au-
tomatically extracted violent events with a hand-crafted domain ontology, which
provides a semantically complete and consistent knowledge model. This model
can then be used in future reasoning processes such as automatic hypothesis gen-
eration. Deriving from Swanson’s ABC model [20] we assume that there is in-
terrelating information about the PMVE in distinct news reports and if these
events were mapped to a common semantic model the non-obvious interrelations
would be discovered or inferred. More concretely, we propose the following scn-
eario: News report 1: Person A isRoommateOf Person B. News report 2: Person
B actorOf Violent Event E. Hypothesis: Person A also relatedTo Violent Event
E?

In the following sections we first describe, how we automatically obtain violent
event information from news reports and then we explain how this information is
mapped to the PMVE ontology.
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2. NEXUS

NEXUS is our prototype EE system, developed to detect PMVE (Politically Mo-
tivated Violent Events) in news clusters, created by the Europe Media Monitor
(EMM) family of applications [21]. EMM is a dedicated infrastructure for news
monitoring, which downloads news articles from the Web around the clock and
automatically clusters them according to their topics. Each news cluster ideally
contains all the news from the previous day which refer to the same event.

NEXUS pre-procecesses linguistically the documents from each cluster. The
pre-processing step includes tokenization, sentence splitting, named entity recog-
nition (i.e. names of organizations, persons, and locations), and unnamed per-
son groups detection (e.g. recognizing five workers). In the text pre-processing
phase, a geo-coding of documents in each cluster is performed, which is relevant
for defining the place, where the main event of the cluster took place.

Once news articles are pre-processed, the pattern engine applies a set of ex-
traction rules on each document within a cluster. For creating extraction patterns
we apply a blend of machine learning and human validation, which is explained
in the following subsection.

The extraction rules are matched against the first sentence and the title of
each article from the cluster. By processing only the top sentence and the title,
the system is more likely to capture important facts.

Next, our system filters out all the clusters, where no extraction pattern was
applied in the previous stage. Remaining clusters do not necessarily have to be
descriptions of PMVE, since our patterns for extraction of dead and wounded
people can match in the descriptions of natural and man-made disasters, as well
as in the descriptions of criminal acts. For this reason, we apply a second filter,
which accepts only those clusters, which trigger certain keyword-based alerts like
“security” and “terrorist attack”. The alert system is an integral part of the EMM.

Since information about events is scattered over different documents, the last
step consists of cross-document cluster-level information fusion, i.e. NEXUS ag-
gregates and validates automatically information extracted locally from each sin-
gle document in the same cluster. The quantitative estimation of the victims and
the event type are the most important outcomes of this stage. The system finds
at most one main PMVE for a cluster. Each PMVE is described through a record,
whose main fields are: date, place, number of killed, number of injured, num-
ber of kidnapped, perpetrators (e.g. “gunmen”, “Hizballah”), weapons used (e.g.
“napalm”), and event type (e.g ‘TerroristAttack, Assassination, SocioPolitical,
etc.)

In the following sub-sections we will explain, how we acquire patterns and
keywords, which are used to extract entities that fill these fields.

2.1. Pattern acquisition schema

We adopted an automatic pattern acquisition method, whose output is validated
by a human moderator. The automatic approach generates many templates in
a short time - this contributes to the recall of the pattern library. On the other
hand, the human validator rejects patterns, which are erroneus or too generic
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thus improving the accuracy. Here are the basic steps of our pattern acquisition
schema:

1. Annotate a small corpus with event-specific roles, e.g., “date”, “place”,
“perpetrators”, “killed”, “injured”, etc.

2. Learn automatically linear extraction patterns. For example, the pattern
[PERSON] “was slaughtered” extracts names of people, who are victims in
a violent event. We used a novel entropy-based pattern learning algorithm
described earlier in [1]. This algorithm finds patterns, which appear in
more varying contexts than their sub-patterns.

3. Manually filter out low quality patterns. If no patterns remain after this
step, end the algorithm.

4. Match the patterns against the corpus or part of it. Next, entities that
fill the pattern slots and comply to the semantic constraints of the slot
are taken as anchor entities. If an anchor entity A (e.g., “five people”)
is assigned an event-specific role R (e.g., “killed”), in the news cluster
C, we assume with high confidence that in the whole cluster C entity A
appears mostly in the same role R. This assumption is valid in most of
the cases, since all the articles from a news cluster refer to the same event.
Consequently, annotate automatically all the occurrences of A in C with
the label R.

5. Go to step 2.

2.2. Local Entropy Maximum algorithm for pattern learning

In step 2 of the pattern acquisition schema we learn single-slot patterns from the
annotated corpus. We developed a statistical learning algorithm to perform this
task.

For each event-specific semantic role (e.g. “wounded”) we extract from the
annotated corpus the left and the right contexts of the entities which are an-
notated with this semantic role. Then we run our learning algorithm separately
on the left and right contexts and acquire patterns specific for the semantic role
under consideration.

We will explain the algorithm using an illustrative toy example: Suppose we
have the right contexts of several entities which are annotated with the semantic
role “wounded”. These entities are names of people (e.g. “Marry Sullivan”) or
person groups (e.g. “two people”) and in this example their position is denoted by
P. Since we consider only right contexts, P is always on the left side: P was heavily
wounded in a mortar attack; P was heavily wounded when a bomb exploded; P was
heavily injured in an accident; P was heavily injured by a bomb; P was heavily
injured when a bomb exploded

From these contexts we can extract different patterns. For example, we may
consider the most general one: P was heavily (P is the slot), however such a
pattern will erroneously annotate “George” as “wounded” in phrases like “George
was heavily drunk”. It is obvious that we need a criterion for extracting patterns
at the right level of generality. In this clue, for each candidate pattern we consider
all its occurencies and their immediate context (i.e., adjacent words). In the above
example, for the pattern P was heavily we may find two immediate context words:

H. Tanev and P. Wennerberg / Learning to Populate an Ontology of PMVE 315



“wounded” and “injured”. Then a context entropy for each pattern t can be
calculated using the following formula:

context entropy(t) =
∑

w∈context(t)

p(w|t) · ln(p(w|t)−1)

, where context(t) is the set of the words in the immediate context of the pattern
t and p(w|t) is the probability that a word appears in this context.

Intuitively, the more words we add to a phrase, the lower its context entropy
becomes. However, when a pattern is semantically consistent and complete, it
may have higher context entropy than some of its sub-patterns. This is because
a complete phrase is less dependent on the context and may appear in different
linguistic constructions, while the incomplete phrases appear in a limited number
of immediate contexts which complete it. For example, the phrase P was heavily
injured has higher right-context entropy than P was heavily.

A pattern t satisfies the Local context entropy maximum criterion
only when all the patterns which are its prefixes (suffixes in the case of left
contexts) or for which t is a prefix (suffix) have the same or lower context entropy
Finally, we select only the patterns which satisfy this crierion In the example
above we will select only P was heavily wounded and P was heavily injured.

2.3. Learning lexicons for event extraction

Event extraction needs lexicons, in which words are provided together with their
semantic classes.

For example, in order to detect the weapons used in some violent event,
NEXUS has to recognize all the words in the event description that refer to
weapons. Moreover, we consider weapons in the context of some semantic cate-
gories, e.g. “pistol” and “shotgun” are “light arms”, “artillery” and “tank” be-
longs to the category “heavy weapons”, etc.

Manually constructing a lexicon of weapons was not an option for us, since
a military expert is necessary for such a specific domain. However, it turned out
that in WordNet 2.0 [22] there are many words referring to weapons. We used this
lexical database to extract such words. The problem of using WordNet is that
the weapons are scattered across different WordNet synonym sets. Moreover, we
noticed that some weapons mentioned in the news are not present in WordNet.
To overcome these problems, we performed first automatic lexicon learning, next
we semi-automatically mapped the acquired lexicon to WordNet, extended it and
assigned semantic classes to the words.

Our lexical acquisition approach has four main steps. We will illustrate these
steps considering the construction of the lexicon of weapons, however this algo-
rithm is applicable to different semantic categories.

1. Extract words, which can be weapons, by matching seed templates against
a syntactically parsed corpus. In our experiments we used these two
seed templates: “kill −with → [weapon]” (“killed him with a gun”) “kill
−subject → [weapon]” (“the bomb killed him”). We extracted all words
and multiwords that match the “[weapon]” slot in the seed patterns. This
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way we obtain words denoting weapons, yet also words, which are not
related to weapons at all(“his envy killed him”).

2. Using an approach described in [23], we automatically find a list of syn-
tactic features, which co-occur in the corpus with the words extracted in
step 1.

3. Our algorithm represents each word as a vector of its syntactic features
and clusters the word vectors.

4. We manually select these cluster (or clusters), which contain mostly en-
tities of interest (e.g. weapons) and clean the irrelevant words, if this is
necessary.

Using this procedure, we obtained a list of weapons. Here is a sample of
some relevant terms acquired automatically by our algorithm: “bomb”, “explosive
device”, “hand grenade”, “grenade”, “explosive”, “gun”, “katyusha”, “kassam”.

The WordNet expansion of the weapon list is performed in three steps:

1. For each term,which is in WordNet we extract its hypernym chain. As an
example, consider the hypernym chain of “mortar”: “mortar” - “high-angle
gun “- “cannon” - “artillery”... In such a way we obtain a list of WordNet
concepts that are semantically more general than the extracted terms.

2. However, some concepts like “object” or “artifact” are too generic. There-
fore, we select manually only those WordNet classes that contain only
weapons in their synonym sets and whose direct and indirect hyponyms
are also weapons.

3. Expand the selected WordNet concepts - we take all the hyponyms and
synonyms of each selected WordNet concept and add these words to the
list of weapons.

After we exract the lexicon, we manually assign semantic classes to the terms.
In order to partially automate this process, we use the structure of WordNet:
For example, we manually assign class “heavy weapon” to the WordNet concept
“artillery” and this class is automatically propagated to all the synonyms and
hyponyms of “artillery”.

Using the approach we explained so far, we built a lexicon of weapons, a
lexicon of violent event terms like “explosion”, “kidnapping”, “assassination”,etc.
and a list of perpetrators like “suicide bomber” and “gunman”. These lexicons
were used successfully in NEXUS to detect the event type.

3. Knowledgebase of Politically Motivated Violent Events

The PMVE knowledge base has two components, namely the PMVE ontology
and the PMVE instances. The development of the knowledge base has been ac-
complished via several steps.

1. Automatic detection and extraction of violent events from news reports
2. Manual design and development of the PMVE ontology
3. Human verification and classification of the event instances

H. Tanev and P. Wennerberg / Learning to Populate an Ontology of PMVE 317



5. Design and development of the query and user interface

Currently, the PMVE knowledge base stores approximately 2800 violent event
instances. For each event, (so far as present) the news resource, the happening
date, the number of killed, injured, wounded, the happening location, the names
of the perpetrators and victims, a short description of the event, its title, and its
relation to other events and other relevant information are available.

The PMVE Ontology

The PMVE ontology was designed by following a formal ontology engineer-
ing methodology called METHONTOLOGY [24] in an iterative process. Conse-
quently, the concepts and the relationships of the ontology have changed over
time in order to better adapt to the specifics of the domain. It was eventually
implemented in the OWL [25] language.

The PMVE ontology is a DAG (Directed Acyclic Graph), so that one sub-
concept may have two parent concepts. This makes it possible to arrive at one con-
cept following different paths, which allows a more intuitive way of finding infor-
mation. For example, the concept SocioReligious event (e.g. Christmas, Ramadan,
Yom Kippur) is a sub-concept of both ReligousEvent and SocialEvent,therefore
it can be reached starting from either one of its parent concepts.

The higher level concepts of the ontology, as demonstarated in [1], are the
Location, Time, Agent and Event, which answer the question “Who Did What
to Whom Where and When?” and thus reveal the common structure of violent
events.Typically, violent event incidents, as they are reported in the news articles,
occur at a place and at a time and they involve people and organizations.

The concepts Agent and Event are further broken down to include other
relevant sub-concepts, some of which are PeopleGroup, Person, Organization,
ConflictEvent, MilitaryEvent, GovernmentalEvent, LegalEvent, SocialEvent,
PeaceEvent respectively. Even though it may seem contradictory to include the
concept PeaceEvent in the PMVE ontology, we have observed that many conflict
events lead to peace events or vice-versa. As we wanted to capture the (non-
obvious) relationships between disparate event instances, it was essential to in-
clude these connections.

Using the PeopleGroup concept we quantify over unknown people such as
“five people”, who can be victims or perpetrators of an event, without having
to specify them person by person. This allows us to work efficiently with incom-
plete information, since news reports quite often provide very generic informa-
tion such as “five killed in a bombing near......”. The unknown perpetretors of
the ConflictEvents are marked as Insurgents, thus they automatically become the
“organizerOf” ConflictEvents.

Most frequently observed violent events are HostageTaking, Clash, Bombing,
SuicideBombing and Raid, which are the sub-concepts of ConflictEvent. Their sib-
ling concepts EventsUnderInvestigation and PossibleThreat model conflict events
that may not have yet taken place or no final statement about the status of
the event exists. They help keeping track of the situation for early warning and
conflict event hypothesis generation purposes.

4. Semi-automatic ontology mapping of the event instances and relations
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The concepts Escape and Flee are equivalents (synonyms) to allow finding one
conflict event instance under both concepts. Generally, modeling with equivalent
concepts is a useful technique, which helps solving problems that are due to the
ambiguity of the natural language. However, it should be used sparingly as it
creates cycles in the ontology, which may later have consequences on the efficiency
and scalability of the system.

The relationships in the ontology associate two concepts to each other. In
our domain People are organizerOf, victimOf, funderOf Events or they will be
killedAt, woundedAt, injuredAt Events that happenAt a Time. Similarly, Orga-
nizations can be organizerOf Events, they can be locatedAt a Place, where an-
other Person residesAt . People can be siblingOf, housemateOf, friendOf, parentOf
other People.

The relationships can also be represented in a hierarchy. For example, the
sisterOf, brotherOf relationships are specializations (i.e. the sub-relationship) of
the siblingOf relationship. To achieve semantic completeness, the ontology defines
for every relationship an inverse relationship. More concretely, if it is true that a
relationship killedAt exists then it is true that its inverse kills also exists.

Additionally, there are reflexive, symmetric and transitive relationships in the
PMVE ontology. The subeventOf (inverse: hasSubevent) is an example of both
a reflexive and a transitive relationship. As explained in [26],through reflexivity
a particular event will be the subevent of another. For example, many Bombing
events include Killing events, as people get killed, when bombs explode. Through
transitivity, we can relate two distinct events with each other if they both share
the subevent relationship with a third event. With symmetric relationships such
as colleagueOf, it is possible to discover cases, where two People are colleagueOf
each other and one is a policeman by profession. Consequently, we can conclude
that the other person is also policeman as they are colleagues.

Hierarchy of relationships and concepts enables a convenient exploration
of the model as users can navigate from specific to generic relationships and
vice versa. For example, numberKilled and numberWounded properties are sub-
properties of the damage property. Finding the number of people, who are killedAt
a given event, one can also find the number of people that are woundedAt that
event by first navigating from the numberKilled property up to damage and then
down again to woundedAt property.

Currently, the PMVE ontology includes approximately 100 concepts, more
than 100 relations and properties as well as some axioms. An important design
criterion was to keep the ontology as simple as possible, yet as expressive as
necessary. As a result, complex axioms and rules were avoided that can cause
scalability problems in future reasoning processes.

In the next sub-section we will elaborate on retrieval of event instances and
the user interaction with the model.

3.1. PMVE Instances, Semantic Queries and the User Interaction

Encoding coherent, consistent and valid knowledge into the knowledge base is
the premise to an efficient inference mechanism. Therefore, we included a human
moderation process that verifies the quality of the event instances, before they
are inserted to the knowledge base.
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Another advantage of the human moderation process is that commonsense
knowledge can be incorporated. For example, when the news report says “Attacks
come on 2nd anniversary of U.S. invasion”, we know by commonsense that there
are some people, who organize the attacks and that the attacks do not come on
their own. Consequently, the information about the perpetrators can be entered
by the human moderator even if it is mentioned elsewhere in the same or in a
seperate article. As such, the human moderation process consists of modifying
and entering information to the knowledge base and eventually assigning each
event instance to one of the ConflictEvent concepts of the ontology.

The related event instances are retrieved from the knowledge base using the
semantic query language SPARQL [27]. SPARQL is a SQL like query language
that operates on the RDF model [28] and it matches the query relevant parts
of the ontology graph. For example, the user can retrieve all the instances of a
specific event type (e.g. Arrest) listed by their titles using the following query:

PREFIX rdfs:<http://www.w3.org/2000/01/rdf-schema#>
PREFIX PMVE:<http://www.owl-ontologies.com/PMVE.owl#>
PREFIX owl:<http://www.w3.org/2002/07/owl#>
SELECT ?instances ?titles
WHERE {?instances rdf:type PMVE:Arrest.
?instances PMVE:eventTitles ?titles}
Interaction with the knowledge base is done via the PMVE browser, which al-

lows users to navigate through the concepts of the PMVE ontology. In particular,
the ConflictEvent concept and its sub-concepts are displayed to the user. Using
another semantic query all the specifics of one particular violent event instance
can be examined. As the relations between seperate events (so far as they exist)
are also displayed, the user can navigate from one event instance to the other
thereby exploring the knowledge base.

Acknowledging that the analysts and policy-makers are typically non-
technicians, the user interface (as well as the ontology model) has been designed to
provide a convenient and intuitive information exploration and retrieval. There-
fore, all semantic queries happen in the background so that the user does not have
to write his own query. This has one disadvantage that customized queries are not
possible, however it abstracts the user away from the intimidating technicalities
of the system.

4. Experiments and Conclusions

We set up a working PMVE ontology population infrastructure, which finds can-
didates for PMVE on a daily basis. The PMVE are then passed to a human mod-
erator, who validates and feeds them in a semi-automatic manner into the onto-
logical knowledge base. The events from the past were also processed by running
this infrastructure on our archive data.

We carried out a preliminary precision evaluation of the NEXUS performance
on 26333 English-language news articles grouped into 826 clusters from the period
24-28 October 2006. NEXUS found 47 candidates for PMVE, 39 of them were
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real PMVE. The precision of detecting of dead and wounded people was found
to be 91% and the precision of finding kidnapped people was 100%. NEXUS de-
tected perpetrators of PMVE with accuracy 69%. These figures show acceptable
performance in terms of precision. In a separate evaluation on randomly taken 61
clusters, our system detected all the 6 PMVE reported. Our experiments demon-
strated that NEXUS can be a quite useful tool for country monitoring and po-
litical analyses of any type. Furthermore, the development of a knowledge base
of PMVE may be a step towards more intelligent and integrated data view and
analysis.

The hand-crafted PMVE ontology constitutes the core of the knowledge base.
Some 2800 event instances from 01.01.2005 to 31.05.2007 were inserted to the
knowledge base, after having been verified by a human expert. The PMVE knowl-
edge base builds upon the NEXUS event extraction system and demonstrates
how data-driven and knowledge-driven information processing technologies can
be combined to develop systems that assist security intelligence analysts in their
decision making processes. The PMVE knowledge base realizes this by first or-
ganizing the automatically detected conflict event instances under navigatable,
generic categories (concepts) such as Bombing, Killing etc. by using the PMVE
ontology that can be navigated. Finally, analysts can retrieve all relevant infor-
mation about a specific event instance and its relations to other event instances
at one place, which gives them the necessary insight to the domain.

5. Future Work

There are several tasks identified for future work. Firstly, we would like to im-
prove the automatic event extraction in NEXUS: In particular, we will concen-
trate on more precise body counting, recognizing references to past events and
using syntactic analysis to detect long distance dependencies. Secondly, we aim
at implementation of an inference engine that will allow the automatic discov-
ery of new relations and potential violent events. Another challenging task is to
include temporal reasoning to model the evolution of events over time. We also
target a finer grained classification of subevents. In particular, some events can be
considered as “precedent”/“motivator” or “antecedent”/“outcome” of the main
event. Finally, an instance-based visualization interface is planned to provide the
analysts with additional convenient tools to explore knowledge.
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Abstract.  Since the web is increasingly used by terrorist organizations, the ability 

to automatically detect multilingual terrorist-related content is extremely impor-

tant.  In this chapter, we present an efficient detection methodology based on the 

recently developed graph-based web document representation models. Evaluation 

is performed on real-world corpora in English and Arabic languages. 

Keywords. Text mining, web content mining, document categorization, graph the-

ory, terrorism informatics. 

Introduction 

Terrorists have quickly learned to use the Internet as an accessible and cost-effective 

information infrastructure. Secure and non-secure web sites, online forums, and file-

sharing services are routinely used by terrorist groups for spreading their propaganda, 

recruiting new members, communicating with their affiliates, and sharing knowledge 

on forgery, explosive preparation, and other "core" terrorist activities.  Thus, according 

to MSNBC News Services [1], a Pentagon research team was monitoring more than 

5,000 Jihadist Web sites back in May 2006.  The current number of known terrorist 

sites and active extremist forums is so large and their URL addresses are so volatile 

that a continuous manual monitoring of their multilingual content is definitely out of 

question.  Moreover, terrorist web sites often try to conceal their real identity, e.g., by 

masquerading themselves as news portals or religious forums.  This is why automated 
detection methods are so important in the research of the Internet misuse by terrorists.  

Particularly, there is a need of effective filtering rules for accurate and fast identifica-

tion of real terrorist content associated with various terrorist groups.  

Most web document categorization methods are based on the vector-space model 

of information retrieval. This popular method of document representation does not cap-

ture important structural information, such as the order and the proximity of word oc-

currence or the location of a word within a document. It also makes no use of the mark-

up information that can be easily extracted from the web document HTML tags. One 

may expect that a representation that contains more information about a document 

should increase the accuracy of classification methods.  

The graph-theoretic web document representation model introduced in [2] has the 

ability to capture important structural information contained in the document and its 

HTML tags. This model has been reported to outperform the vector-space representa-

tion using several instance-based classification algorithms [3]. However, the computa-
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tional complexity of such algorithms is relatively high, which makes them a poor 

choice for online categorization of massive web document streams.  Since the eager 

(model-based) classifiers cannot work with the graph-based representation directly, we 

have introduced in [4] a hybrid approach to web document representation, built upon 

both graph and vector space models, thus preserving the benefits and overcoming the 

limitations of each. In hybrid representation models, terms (discriminative features) are 

defined as subgraphs selected to represent a document already converted into a graph 

form. Three optional subgraph selection procedures include the Hybrid Naïve, Hybrid 

Smart, and Hybrid Smart with Fixed Threshold algorithms. 

In this chapter, we present two case studies performed on two corpora of web 

documents in Arabic and English languages, respectively. In the first case study, we try 

to classify real-world web documents into two categories: terrorist and non-terrorist1.

The relevant corpus consists of 648 Arabic documents where 200 belong to Palestinian 

terrorist web sites and 448 to popular news web sites that are not related to any terrorist 

organization. In the second case study, we try to identify the source of terrorist web 

documents using a corpus of 1,004 English documents obtained from a Hezbollah web 

site and a Hamas web site.  Making a distinction between the content provided by Hez-

bollah and Hamas is a non-trivial task, since these two Jihadi organizations are known 

to have close ties with each other resulting from their common cause and ideology.  

The results of both case studies demonstrate that the hybrid methods outperform, in 

most cases, existing approaches in terms of classification accuracy, and in addition, 

achieve a significant reduction in the classification time. 

The chapter is organized as follows. In Section 2, we briefly describe the graph-

based methodology for content representation and filtering. Two case studies based on 

collections of authentic web documents in English and Arabic languages are presented 

in Section 3 and some conclusions are drawn in Section 4.  

1. Graph-Based Methodology for Representation and Filtering of Web Documents 

1.1. Graph Based Representations of Web Documents 

In traditional information retrieval techniques, single words are used as terms. This 

method is called a 'set' or 'bag-of-words' [5] and it is widely used in document categori-

zation studies and applications. According to this approach, the vocabulary is con-

structed from either all or N most weighted words that appear in the training set docu-

ments. Though this representation is most often used for information retrieval tasks, its 

limitations are obvious.  The 'bag-of-words' does not capture important structural in-

formation, such as the ordering and the proximity of term occurrence or the location of 

a term within a document.  Moreover, the vector-space models, which were developed 

for representation of plain text documents, do not make any use of the meta-tags pre-

sent in any HTML document.  

The n-gram language models have also been used for various text classification 

tasks including authorship attribution, language identification, and topic detection (e.g., 

                                                          

1 The terrorist organizations mentioned in this chapter are included in the list of 

U.S.-Designated Foreign Terrorist Organizations, which is periodically updated by the 

U.S. Department of State, Office of Counterterrorism. 
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see [6] and [7]). An n-gram is simply a consecutive sequence of characters or words of 

a fixed window size n.  The authors of [6] have enhanced the classical Naïve Bayes 

Classifier model by forming a Markov chain of consecutive attributes. They have ex-

perimented with various character and word level models where the order n was limited 

to the values of eight and four, respectively.  However, on the topic detection task in a 

large collection of English documents, the absolute accuracy improvement vs. the state-

of the-art text classification methods was quite marginal: at most 0.5% using the word 

level and at most 1.5% using the character level.  The results of another study [7] have 

suggested that using bigrams in addition to unigrams can improve the recall of some 

document categories. 

The Graph-Theoretic Web Document Representation Technique introduced in [2] 

has the ability to capture important structural information hidden in the document and 

its HTML tags. It has been reported to outperform the vector-space model using several 

classification algorithms [3].  This advanced representation model is briefly described 

below. 

All graph representations proposed in [2] are based on the adjacency of terms in an 

HTML document. Thus, under the standard method, the most frequent unique terms 

(keywords) appearing in the document become nodes in the graph representing that 

document. Distinct terms (stems, roots, lemmas, etc.) can be identified by a stemming 

algorithm and other language-specific normalization techniques that are also used with 

the vector-space models. Each node is labeled with the term it represents. The node la-

bels in a document graph are unique, since a single node is created for each distinct 

term even if a term appears more than once in the text. Second, if a word a immediately 

precedes a word b somewhere in a "section" s of the document, then there is a directed 

edge from the node corresponding to term a to the node corresponding to term b with 

an edge label s. The ordering information is particularly important for representing 

texts in languages like English and Arabic, where phrase meaning strongly depends on 

the word order2.  An edge is not created between two words if they are separated by 

certain punctuation marks (such as periods). Sections defined for the standard represen-

tation are: title, which contains the text related to the document's title and any provided 

keywords (meta-data); link, which is the anchor text that appears in hyper-links on the 

document; and text, which comprises any of the visible text in the document (this in-

cludes hyperlinked text, but not the text in the document's title and keywords).  Graph 

representations are language-independent: they can be applied to a normalized text in 

any language.  

The second type of graph representation is a simple representation. It is basically 

the same as the standard representation, except that we look at only the visible text on 

the page (no title or meta-data is examined) and we do not label the edges between 

nodes. Thus we ignore the information about the "section" of the HTML document 

where the two respective words appear together.  Under the n-distance representation, 

there is a user-provided parameter, n. Instead of considering only terms immediately 

following a given term in a web document, we look up to n terms ahead and connect 

the succeeding terms with an edge that is labeled with the distance between them. The 

                                                          

2 In some other languages, like Russian, the role of each word in a phrase is deter-

mined mainly by its inflection rather than its position. For example, the phrases terror-
ist ubil soldata ("terrorist killed soldier") and terrorista ubil soldat ("soldier killed ter-

rorist") have an opposite meaning though the order of words is the same.
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n-simple distance is identical to n-distance, but the edges are not labeled, which means 

we only know that the distance between two connected terms is not more than n.  The 

absolute frequency representation is similar to the simple representation (adjacent 

words, no section-related information) but each node and edge is labeled with an addi-

tional frequency measure.  Finally, the relative frequency representation is the same as 

the absolute frequency representation but with normalized frequency values associated 

with the nodes and edges. 

Available distance measures between two graphs, such as MMCSN Measure [2], 

allow us to classify graphs with some distance-based lazy algorithms like k-Nearest 

Neighbors. The computational complexity of such algorithms is relatively high, which 

makes them a poor choice for real-time categorization of massive web document 

streams. On the other hand, we cannot induce a classification model from a graph 

structure using available data mining algorithms, which need a feature table as input for 

the induction process. In the next sub-section, we present the hybrid method of feature 

extraction designed specifically for the model-based classification task with documents 

represented by graphs.  

1.2. Web Document Categorization with the Hybrid Approach 

The hybrid methodology is based on the graph document representation described in 

the previous section. In the hybrid representation methods, terms (discriminative fea-

tures) are defined as subgraphs selected to represent a document already converted into 

a graph form. Since all possible subgraphs in a document graph cannot be taken as at-

tributes, some subgraph selection criteria and techniques need to be applied.  In [4], 

three optional subgraph selection procedures are proposed, called Hybrid Naïve, Hy-

brid Smart, and Hybrid Smart with Fixed Threshold.  We use the FSG (Frequent Sub-

graph Generation) algorithm [8] for frequent subgraph extraction with all selection 

methods. 

The Naïve method is based on a simple postulation that a feature explains the cate-

gory best if it appears frequently in that category disregarding its frequency in other 

categories.  All graphs representing the web documents are divided into groups by class 

attribute value (for instance: terrorist and non-terrorist). A frequent sub-graph extrac-

tion algorithm is then applied to each group using a frequency threshold value of tmin.

Every subgraph more frequent than tmin in a given group is selected by the algorithm to 

be a term (discriminative feature) and stored in the vocabulary. All obtained groups of 

subgraphs (discriminative features) are combined into one set. 

If a sub-graph g is frequent in more than one category, it will be chosen as a fea-

ture by the Naïve method though it cannot make an effective distinction between 

documents belonging to those categories. The Smart extraction method has been devel-

oped to overcome this problem. According to the Smart method, CRmin (minimum clas-

sification rate) is defined by the user and only sub-graphs with CR (Classification Rate) 

higher than CRmin are selected as terms and entered into the vocabulary. The CR meas-

ure definition in [4] implies that the Smart method selects subgraphs, which are more 

frequent in a certain category than in other categories. Under the Hybrid Smart with 
Fixed Threshold approach to term extraction we specify the minimal classification rate 

CRmin as well as the minimal frequency threshold tmin in order to select subgraphs that 

are frequent in a specific category and more frequent than in other categories.  The em-

pirical evaluation in [4] shows that hybrid representation models are considerably faster 
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than the 'bag-of-words' models, while usually outperforming them in terms of predic-

tive accuracy. 

2. Case Studies  

2.1. Case Study 1: Identification of Terrorist Web Sites in Arabic 

2.1.1. About the Document Collection 

In this case study originally presented in [9], we try to classify real-world web docu-

ments into two categories (Boolean classification approach): terrorist and non-
terrorist. Our collection consists of 648 Arabic documents where 200 belong to Pales-

tinian terrorist web sites and 448 to non-terrorist categories. The collection vocabulary 

contains 47,826 distinct Arabic words (after normalization and stop word removal). 

Non-terrorist documents were taken from four popular Arabic news sites: 

www.aljazeera.net/News 

http://arabic.cnn.com 

http://news.bbc.co.uk/hi/arabic/news 

http://www.un.org/arabic/news.   

Terror content documents were downloaded from http://www.qudsway.com and 

http://www.palestine-info.com/, which are associated with Palestinian Islamic Jihad 

and Hamas, respectively according to the SITE Institute web site 

(http://www.siteinstitute.org/).  A human expert, fluent in Literary Arabic, has manu-

ally chosen 100 pages from each web site and labeled them as terror based on the entire 

content of each document rather than just occurrence of any specific keywords.  

2.1.2. Preprocessing Arabic Documents  

Text analysis of the Arabic language is a major challenge, as Arabic is based on unique 

grammar rules and structure, very different from the English language [10]. The first 

stage in text analysis is term extraction. We have defined a subset of Arabic characters 

in the Standard Unicode Table to be considered by the text analysis tool. The extracted 

terms are later stored in a data structure (array, hash table) which is called "term vo-

cabulary".  We tend to make the vocabulary as small as possible to improve run-time 

efficiency and data-mining algorithms accuracy. This is achieved by normalization and 

stop word elimination, which are standard dimensionality reduction operations in in-

formation retrieval. 

Our normalization process for Arabic included the following simple rules: 

Normalizing orthographic variations (e.g., convert the initial Alif Hamza  to 

plain Alif )

Normalize the feminine ending, the Ta-Marbuta , to Ha 

Removal of vowel marks  

Removal of certain letters (such as: Waw , Kaf , Ba , and Fa )

appearing before the Arabic article THE (Alif + Lam )

Removal of pre-defined stop words in Arabic. The list was compiled by an 

Arabic language expert. 
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2.1.3. Experimentation and Evaluation of Results 

In order to evaluate our classification approach we used the C4.5 decision-tree classi-

fier [11]. Decision tree models are widely used in machine learning and data mining, 

since they can be easily converted into a set of humanly readable if-then rules [12,13]. 

The goal was to estimate classification accuracy and understand how it is affected by 

user-defined parameters such as document graph size N, tmin in case of the Naïve and 

CRmin in case of the Smart approach. The document graph size was limited to 30, 40, 50 

and 100 nodes.    

We used ten-fold cross validation method to estimate classification accuracy. Ac-

cording to this method, the training set is randomly divided into ten parts with an ap-

proximately equal number of items. Then a classification algorithm is executed ten 

times where each time one different part is used as a validation set and the other nine 

parts as the training set. The percentage of correctly classified documents is reported as 

the classification accuracy rate. According to the experimental results presented in [9], 

the accuracy rate varied between 95.5% and 98.5% for both Naïve and Smart ap-

proaches. 

Using the Smart method, the maximum classification accuracy was obtained with 

100 nodes graph and the minimum classification rate CRmin of 1.25.  The resulting deci-

sion tree is shown in Figure 1.  The tree contains five binary attributes: four attributes 

representing single-node subgraphs (the words "The Zionist" in two forms, "The mar-

tyr", and "The enemy") and one two-node subgraph ("Call [of] Al-Quds" in the docu-

ment text, standing for the alias name of the Hamas web site).  This simple decision 

tree can be easily interpreted as follows: if at least one of these five terms appears in 

the graph representation of an Arabic web document, it can be safely classified as "ter-

rorist".  On the other hand, a document represented by a graph that contains none of 

these terms should be classified as "non-terrorist".  It is noteworthy that one of the dis-

criminative words ("The Zionist" ) did appear in six normal documents out of 

448.  However, it was never used by the same normal document more than once, thus 

excluding it from the graph representation, which includes the most frequent terms 

only. 

The Zionist (Adj., Sing. M.)

Yes

Terror

No

The Martyr 

The Zionist (Adj., 

Sing. F. or Pl.)

Call Al-Quds

Text

The Enemy 

Yes

Terror

Yes

Terror

Yes

Terror
Yes

Terror Non-Terror

No

No

No

No

Figure 1. C4.5 Decision Tree for Classification of Web Pages in Arabic 
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2.2. Case Study 2: Categorization of Terrorist Web Sites in English 

2.2.1. About the Document Collection 

In this case study we try to identify the source of terrorist web documents. Our collec-

tion consists of 1,004 English documents obtained from the following two sources:  

913 documents downloaded from a Hezbollah web site 

(http://www.moqawama.org/english/).  These documents contain 19,864 distinct 

English words (after stemming and stop word removal).   

91 documents downloaded from a Hamas web site (www.palestine-

info.co.uk/am/publish/ ). These documents contain 10,431 distinct English words. 

Both organizations are located in the Middle East with Hezbollah based in Leba-

non and Hamas operating from the Palestinian Authority territory. Making a distinction 

between the content provided by Hezbollah and Hamas is a non-trivial task, since these 

two Jihadi organizations are known to have close ties with each other resulting from 

their common cause and ideology.  

2.2.2. Experimentation and Evaluation of Results 

In this case study, we also used the C4.5 decision-tree classifier [11], the Hybrid Smart 

approach, and the maximum graph size of 100 nodes.  Classification accuracy was es-

timated with the ten-fold cross validation procedure. The optimal trade-off between the 

classification accuracy (99.10%) and the tree size (9 nodes only) was obtained with 

CRmin = 0.55. 

The resulting decision tree is shown in Figure 2.  The tree contains four binary at-

tributes: two attributes representing single-node subgraphs (the words "Arab" and "PA" 

– Palestinian Authority) and two two-node subgraphs (a hyperlink to the topic of "Zi-

onist Terrorism" and the expression “Holy Land” in the document text).  This simple 

decision tree can be interpreted as follows: if at least one of these four terms appears in 

the graph representation of an English document coming from one of these two Web 

sites, it can be safely labeled as "Hamas".  On the other hand, a document represented 

by a graph that contains none of these terms should be labeled as “Hezbollah".  

Zionist TerrorismLink

Holy LandText

Arab

PA

No

No

No

Pal_Info

Pal_Info

Pal_Info

Pal_Info Mogawama

Yes

Yes

Yes

Yes No

Figure 2. C4.5 Decision Tree for Classification of Terrorist Web Pages in English 
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3. Conclusions 

In this chapter, we have demonstrated a multilingual document classification method-

ology, which can help us to automatically identify and filter terrorist content on the 

WWW. The proposed approach is utilizing the novel, graph-theoretic representation of 

web documents combined with the hybrid classification techniques. It was demon-

strated on collections of real-world web documents in Arabic and English using the 

C4.5 classification algorithm. The results of both case studies show that the hybrid 

document classification methods can be effectively used for fast and accurate detection 

of multilingual terrorist content published by specific terrorist organizations. Finding 

the optimal parameters of the proposed methodology is a subject for future research.  

Experimentation with other graph-based document representations and categorization 

algorithms can also be performed.  Another important research direction is developing 

and evaluating graph representations of web documents for additional languages. 
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Open Source Intelligence can be defined as the retrieval, extraction and analysis of 

information from publicly available sources.  Each of these three processes is the 

subject of ongoing research resulting in specialised techniques. Today the largest 

source of open source information is the Internet.  Most newspapers and news 

agencies have web sites with live updates on unfolding events, opinions and 

perspectives on world events. Most governments monitor news reports to feel the 

pulse of public opinion, and for early warning and current awareness of emerging 

crises. The phenomenal growth in knowledge, data and opinions published on the 

Internet requires advanced software tools which allow analysts to cope with the 

overflow of information. Malicious use of the Internet has also grown rapidly, 

particularly on-line fraud, illegal content, virtual stalking, and various scams. 

These are all creating major challenges to security and law enforcement agencies. 

The alarming increase in the use of the Internet by extremist and terrorist groups 

has also emerged. The Joint Research Centre has developed significant experience 

in Internet content monitoring through its work on media monitoring (EMM) for 

the European Commission. EMM forms the core of the Commission’s daily press 

monitoring service, and has also been adopted by the European Council Situation 

Centre for their ODIN system.  This paper will review this growing area of 

research using EMM as an example.  

Keywords: information retrieval, media monitoring, topic tracking, web mining 

1. Introduction 

The term Open Source Intelligence originates from the security services and from law 

enforcement agencies. It refers to intelligence derived from publicly available sources 

of information, as opposed to closed or classified sources.  The 9/11 Commission 

Report [1] exposed the weaknesses of traditional intelligence bodies as being too 

secretive and too complex. Although much information of the threat posed by Al Qaeda 

to the US homeland was publicly available, the intelligence services “failed to join the 

dots”.  The report also recommends implicitly the formation of an Open Source Agency 

and bringing the intelligence services into the information age. 

Traditionally there are three intelligence sources as shown in Figure 1. SIGINT is 

intelligence gleaned from signal intercepts, wire taps and the like and HUMINT is 

intelligence from usually clandestine human sources. High levels of secrecy are placed 

on derived intelligence to protect the value of these sources. The last 10 years have 

seen enormous growth in the third OSINT area. Open sources by definition are non-

classified although a report derived from pure open sources itself can be classified.  

One main advantage of OSINT is that information derived from it can be shared with 

other agencies and services of friendly countries. This then helps to improve 

Mining Massive Data Sets for Security
F. Fogelman-Soulié et al. (Eds.)
IOS Press, 2008
© 2008 IOS Press. All rights reserved.
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information sharing and to reduce complexity, both elements having been criticized in 

the 9/11 report. 

Figure 1: The three traditional intelligence sources 

Military organization, including NATO, recognizes open sources as strategic, cost-

effective and rapid intelligence sources [2].  However it is not just governmental bodies 

that are turning to open sources for current awareness and insight. Large multinational 

companies, banks and various industries are increasingly relying on so-called business 

intelligence for decision making and for protecting assets and staff.  As a result, there 

are a growing number of OSINT-related service providers in the commercial sector 

who market OSINT tools. In Europe a new initiative was started in 2006 called 

EUROSINT Forum [3]. This forum brings together government agencies, the private 

sector and service providers, where the needs and processes of OSINT can be discussed 

with the goal of identifying technology gaps and providing training.  There is also a 

growing research community in this area developing tools and techniques to support 

the OSINT process.  The IEEE Conferences on Intelligence and Security Informatics 

[4] were started in 2005 and address related technologies. 

1.1. The OSINT process 

The intelligence cycle is a process which begins with a request for an intelligence 

study. This request comes from a senior manager in a commercial company, a minister 

of state, a military commander, or a director of an intelligence agency. Firstly the task 

is planned and information sources identified. A researcher or OSINF specialist then 

collects relevant information using specialized tools. The data is then indexed and 

processed by extracting and tagging relevant metadata. The analyst should be an expert 

in the relevant field with deep understanding of the problem being addressed. The 

analyst accesses the collected OSINF in order to author the intelligence report. 

Intelligence is nearly always a written document including imagery, maps etc where 

relevant. The web mining and information extraction research discussed in this paper 

concentrates on the collection and processing of OSINF. This can be broken down into 

five technical processes. 1) Collection: Information retrieval 2) Process: Information 

extraction 3) Analyse: Trend analysis/Link analysis 4) Visualise: Data visulisation 5) 

Collaboration. 

International organizations like the UN and EU, as well as national governments, 

maintain so-called situation rooms for crisis management, early warning and conflict 

monitoring. These operations produce regular OSINT products: 
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1. News Flash Alerting 

2. Daily news highlight reports 

3. Situation updates: regular updates on an on-going crisis or conflict 

4. Specific study reports: i.e. classic intelligence report 

The first three products illustrate the importance of real-time news monitoring services 

and the systematic processing and archival of news.  Such systems also form the core 

of media monitoring units in governments and large corporations.  

Figure 2: The OSINT cycle and process 

1.2. Open Source Information 

Open Source information (OSINF) is information trawled from the internet, periodicals, 

newspapers and radio/TV broadcasts. It is not necessarily free information and includes 

commercial subscription services like BBC Monitoring or Factiva, and commercial 

satellite imagery. The main source of information however is the Internet. In just 12 

years the Internet has grown to become a major source of human knowledge. A study 

[5] by IDC in February 2007 estimated the total on-line digital content at 1.6x10
20

 bytes 

and that by 2010 70% of content will be user generated. The so-called Web 2 

phenomenon [6] is all about on-line communication and opinion and has been driven 

by the widespread deployment of broadband.  Broadband is enabling greater user 

participation and interaction unavailable during the first DOTCOM bubble. The 

phenomenon of Blogs and social networking sites with global participation means that 

opinions, local news reports and eye witness accounts are available real time.  
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The phenomenal growth in knowledge, data and opinions published on the Internet 

requires advanced software tools which allow analysts to cope with the overflow of 

information. Malicious use of the Internet has also grown rapidly particularly on-line 

fraud, illegal content, virtual stalking, and various scams. These are all creating major 

challenges to security and law enforcement agencies. The alarming increase in the use 

of the Internet by extremist and terrorist groups has emerged.  The number of terrorist- 

linked websites has grown from about 15 in 1998 to some 4500 today. These sites use 

slick multimedia to distil propaganda whose main purpose is to 1) enthuse and stir up 

rebellion in embedded communities 2) instill fear in the “enemy” and fight 

psychological warfare. Anonymous communication between terrorist cells via bulletin 

boards, chat rooms and email is also prevalent. 
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Figure 3: Worldwide Broadband Internet Users 

1.3. Commercial Satellite Imagery 

High resolution satellite data is now readily available commercially. This allows 

governments and NGOs to have unprecedented access previously the preserve of the 

military in elite states.  However, the possibility of terrorists using such imagery to plan 

attacks is a real threat as identity checks on customers is difficult.  Interpretation of 

imagery can require sophisticated processing and correction algorithms. Humanitarian 

applications for disaster response can rapidly perform damage assessment. JRC has 

been involved in damage assessment exercises for the 2005 Tsunami, the Lebanon war 

and Pakistan earthquakes. IAEA use satellite imagery to control proliferation at nuclear 

plants in signature states. Currently available satellite systems offer 60 cm IKONOS 

and 1 meter Quickbird producing images of stunning accuracy. 
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Figure 4: Two examples of image analysis using high resolution satellite Left: Esfahan Nuclear Plant, Iran 

showing a new Chimney and processing plant. Right: damage assessment of Beirut using before and after 

change detection. 

Current high resolution satellites are Ikonos up to 60 cm pan-chromatic, Quickbird – 

1m and Spot 2.5 m pan-chromatic. Pre- recorded data can be ordered on-line. However, 

for crises and damage assessment work it is necessary to task the satellite for a scene. 

Data needs ortho-correcting and scenes must be aligned at the pixel level for time 

ordered change detection [7]. 

1.4. Commercial Aggregators and Intelligence providers 

Another important source of Open Source Information is the large commercial 

aggregation systems and Intelligence houses. Aggregators arrange contracts with 

newspapers and data providers to cover delivery and distribution rights to subscribers. 

Each provider feeds content to the aggregator who consequently allows customers to 

search their archives for data.  The aggregator normally reformats all content to a 

standard form and indexes articles and reports by subject, source and time. These 

providers keep huge databases of information for on-line access. Such aggregators 

represent a one-stop shop for information, but they impose restrictions on the 

redistribution and storage of their content. Providers in this field include Lexis Nexis, 

Factiva and Dialog. Intelligence providers, on the other hand, generate their own 

reports based on open sources for specialist subjects. They are based on subscription 

services and include Janes Defence, Oxford Analytica and BBC Monitoring Service 

(multilingual news reviews) 
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1.5. News Aggregation systems 

In recent years a number of automated news aggregation services have become 

available on the web. These systems monitor round the clock thousands of web based 

news sites and filter reports according to topics. They have a partly automated 

algorithm for identifying the top stories of the moment, while providing links to topic 

specific pages. Some systems like Google News are free, while others offer a free 

component and a subscription based component. This market is evolving fast as add-on 

analytic tools on extracted information are deployed. 

The Joint Research Centre has deployed a media monitoring system for the 

European Commission called Europe Media Monitor (EMM). EMM is a real-time 

system which detects news reports in 30 languages published on Internet news sites and 

15 news agencies.  The EU depends on EMM for breaking news alerts, daily press 

reviews and early warning. Research continues on analytical tools to derive insight 

from news reports. A detailed description of the monitoring techniques used in EMM is 

given here. The other systems use similar techniques.  

1.6. Web Mining Tools 

The major search engines like Google are the main tools for open source information 

retrieval. CIA agents have once been quoted as saying 80% of intelligence is from 

Google. Search engines suffer from a slow update time due to the sheer size of the 

crawling and indexing problem. Dedicated crawlers which can monitor a user-specified 

set of web sites, detect and perhaps download new additions are used both by law 

enforcement agencies and business intelligence units.  

The phenomenal growth in Blog publishing has given rise to a new research area 

called opinion mining. Blogs are particularly easy to monitor as most are available as 

RSS feeds. Blog aggregators like Technorati and Blogger allow users to search across 

multiple Blogs for postings. Active monitoring of Blogs applies information extraction 

techniques to tag postings by people mentioned, sentiment or tonality or similar [8] 

2. Real Time News Monitoring 

The JRC has developed the Europe Media Monitor (EMM) [9] for the European 

Commission.  EMM scans all principal news sites in Europe and around the world up 

to every 10 minutes and detects new articles as they are published. The text of each 

article is processed and sorted into one or more of 600 topics (alerts). A breaking news 

algorithm detects major news stories within minutes and alerts subscribers. Inside the 

Commission 15 news agencies, and daily reviews of the printed press from 50 capitals, 

are also aggregated. The daily reviews also include reviews of newspaper clippings 

attached through the web authoring interface.  A team of reviewers based in Brussels 

author a twice daily briefing newsletter and reviews of the printed press using the 

EMM’s Rapid News Service which is a web based editorial and alerting tool. These 

reports are printed and sent to all Commission spokespersons and cabinets. EMM has 

become the EU’s integrated media monitoring tool. Other agencies have adopted EMM 

technology and variants of it are used for specialist areas including Medical 

Intelligence – Medisys [10]. EMM processes about 40,000 articles in 30 languages 

each day.  News monitoring is fundamental to Open Source Intelligence, especially 
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where fast reliable and accurate information is needed in crisis situations. The 

requirements and techniques used are described in the following sections. 

2.1. News Monitoring Requirements 

There is a characteristic distribution of news publishing during a normal weekday. 

Normally very few articles are published overnight, while the main flux starts begins 

around 5am and slows down in the evening. This is complicated in a language like 

English as several time zones are involved.  Then there are the rare cases when a major 

story breaks and publication peak can occur at any time including the nighttime. The 

2005 tsunami was an example where all news sources were active out of hours. 

Another factor that needs to be considered in real-time monitoring is the different 

update rates of various sources. Some sites like CNN are updated very often while 

others - particularly weekly reviews - only once per day. An effective monitoring 

system needs to be able to cope with large variations in news fluxes as well as 

optimizing the scan rate for individual sites. 

Users have specific interests, so a pre-defined topic detection system is needed to 

feed targeted news reports to that interest group. At the same time, a breaking news 

story can be about any subject and is therefore not predefined. Similarly a search 

engine of news should allow recall of any search terms in a time-ordered page ranking. 

2.2. Web Site Scraping 

EMM uses a technique known as headline scraping. The scraper system visits a single 

given news section page containing headline links to articles. The page itself is defined 

in HTML which describes layout, not content, and can be ill-formed with adverts and 

the like. Scraper first simplifies the layout and converts the page to XHTML, then for 

each site applies an XSLT transform to convert the content to RSS 2.0 (Really Simple 

Syndication). By keeping a rolling cache of RSS feeds scraper detects new articles.   

EMM uses a simple REST architecture to communicate between Web applications 

using a queuing system to handle bottlenecks. The Grabber subsystem accesses the 

URL of the new article and uses a proprietary text-extraction algorithm based on an 

HTML scanner/parser. In a first analysis, text nodes are extracted from the HTML data 

stream and tagged with a synthetic 'distance' value. Based on this distance value the 

normal minimum distance is calculated and text nodes clustered using this minimum 

distance. In a second analysis a value (a so-called magic number) is attributed to each 

cluster based on the total length of the article,  number of cluster fragments, total length 

of the cluster, parse tree depth with respect to structural HTML nodes (e.g. table, div, 

frame etc). From these numbers a minimum value is derived and all clusters with a 

value greater than the minimum value are considered to be part of the text.  

The strength of this method is that it uses the layout and style of the page itself to 

determine what is likely to be the most important 'block' of text.  
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Figure 5: Overview of the EMM real time processing chain 

2.3. Topic Detection 

Topic Detection and Tracking has been a study area under the DARPA TIDES 

programme [11].  TDT aims to develop methods and algorithms for threading together 

related texts in streams of data - especially multilingual news.  News monitoring 

requires two distinct tasks in this field. Firstly we want to detect articles which refer to 

a pre-defined subject e.g. Finance, and secondly we want to detect breaking news on 

any subject. Breaking News detection is discussed in the next section. Pre-defined 

subject detection is needed for regular updates and alerts about an area or interest, and 

in the European Commission concerns policy areas of the various directorates. Each 

incoming article in any language needs classifying into one or more topics. The EMM 

categorization engine is based on a proprietary and original parallel finite state machine 

algorithm that allows extremely fast 'feature extraction' from article text. Normally the 

article content is considered the 'fixed' data, and stored in a database. Categorization is 

then performed by running queries on the stored data. In EMM the process is turned 

around and the category definitions are considered the 'fixed' data. The article text 

'flows' through the categorization engine and triggers the relevant categories.  

Categories are defined in two ways. Firstly through weighted lists of multilingual 

keywords, and secondly through Boolean combinations of keywords which can include 

a proximity measure. Keywords can include wildcard characters to cover language 

dependent endings. In the first method each matched keyword contributes a weighted 

score, and the total sum of scores must exceed a threshold. Weights can also be 

negative to avoid wrong hits. The second method is a simple Boolean combination of 

keyword sets. One or more words in each set triggers to apply the condition and 

conditions are AND/NOT as illustrated in Table 1. Each category or “Alert” is hand-

tuned by an editor to cover the category area concerned. For EU applications these 

categories can be rather broad, requiring several hundred keywords.  
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Weighted Definition Boolean Definition 

alert=EuropeanParliament 

maxArticles=50 

words, threshold=20 

european+parliament     20                        

parl_ment%+euro%       20                       

euro%+parlament%  20                             

europa+parlamentet        25                       

europaparlamentet          25                       

alert=IrishReferendum 

maxArticles=50 

Proximity=5 

combination 

or=

    ireland 

    irish 

    iers 

    ierland 

    irland% 

or=

     referendum 

     volksabstimmung 

not=

        rugby 

        football 

Table 1: Examples of the 2 methods for defining alerts. A single Alert can contain one or more combinations 

and/or a single weighted list.  

2.4. Breaking News Detection 

The objective of a breaking news detection algorithm is to detect as rapidly as possible 

a sudden flux of similar articles referring to a single undefined event. This is a different 

problem to pre-determined topic classification, since there is no a priori definition of 

what topic the articles refer to. Early warning systems require automatic alerting when 

a major story breaks.  The first algorithm used by EMM is based on a statistical 

analysis of the usage of proper nouns (capitalized words) in news articles for each 

language. This is based on the assumption that a new story will refer to a person, a 

place or an organization and this assumption has proved to be correct. For each 

language, statistics are kept on all proper nouns found in texts, which fall outside a 

tuned list of stop words. Typical stop words are days of the week, newspaper titles and 

the like. These lists are tuned manually until false triggers are kept below 5%. A 

database tracks about half a million terms over a rolling 3 week period. Every 10 

minutes an hourly expectation rate of occurrences over the last 3 weeks is calculated 

for each term. This is then compared to the actual occurrences over the last hour. Since 

there is always a risk of duplicates from a single source, a factor is applied to ensure 

independent reporting from typically three or more sources and a scaling factor is 

applied for each language.  The score is calculated for each term as given in Equation 1. 

where

S = score of topic 

t

n = number of occurrences of topic in last hour 

t

n = rolling average number of occurrences of topic per hour 

β = multiplying coefficient 

F

n = number of feeds (sources) from which the topics are derived 

F

N = feed scaling coefficient 

F

F

t

t

N

n

n

n

S β=

Equation 1: Topic score  
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The advantage of a rolling average is that it suppresses an old breaking news story to 

allow increased sensitivity to other independent emerging stories.  Three levels of 

breaking news level have been defined. The precision for detecting the highest level 

which represents the top 1-2 stories per week is 100% and the recall is over 95 %. 

A related statistical breaking news detection concerns a sudden increase in flux of 

articles within one of EMM’s predefined alerts. For example, a sudden rise in articles 

about an infectious disease may not trigger the overall breaking news system but is still 

of interest to epidemiologists, who may need alerting. To address this problem statistics 

are kept on the correlation of articles triggering a theme (topic) and a country alert 

(EMM has one alert defined for each world country). The alert system logs hourly 

counts for all theme/country correlations per hour. 
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 is the averaged normalised count for the last N-1 days 

Figure 6: High Alerts for infectious diseases and countries 

We assume that A has a normal distribution and then define levels of breaking 

news for a given theme and country according to their probability. The highest level 

corresponds to a random probability < 0.01.  

This automated monitoring of alert levels across many topics provides a 

convenient way to visualize the top topics reported at the current time. The alert levels 

can be used to send automatic emails to specialists. 
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2.5. Real Time Clustering 

The objective of real time clustering is to identify the current top stories and to track 

their evolution on a minute to minute basis. Clustering of texts is a well developed 

technique for topic detection and tracking [12]. Such a clustering technique has 

previously been applied on EMM data for the News Explorer application [13] which 

extracts a daily analysis of news in 18 languages. This clustering technique uses an 

agglomerative algorithm [8] based on hierarchical clustering. This algorithm is rather 

accurate, however it is still not fast enough to apply directly in real-time. Therefore a 

new approach was developed as described below. 

The articles for each language for the last n-hours are processed. At least 200 

articles are required in each language, so for major languages n=4(en, fr etc.) and minor 

languages n=6(ar, tk etc.). Stop words are removed from the texts automatically, based 

on the top 100 most frequently used words.  A further reduction removes high entropy 

words across documents and words which appear only once. Typically this leaves 6000 

unique words across 400 documents, resulting in 400 vectors in the word space. 

Figure 7: Schematic of Real Time Clustering 

 A simple hierarchical clustering algorithm is applied merging the 2 nearest vectors 

at each stage using a cosine distance function. Tests have shown that optimum results 

are when only the first 200 words in the article are used, since this avoids secondary 

information outside the main story, and when a cosine cutoff of 0.6 is used to 

distinguish stories. The full algorithm is illustrated in Figure 7. 18 languages are 

clustered every 10 minutes using a rolling time window of 4(6) hours. Each clustering 

is done independently and the central article is selected as being that closest to the 

centroid vector. Stories can easily be tracked across time simply through the 

overlapping articles with a cluster 10 minutes earlier. Stories can grow very fast within 

several 10 minute intervals and this is then used to trigger breaking news alerts and 

news update alerts. News updates are triggered when an old story suddenly receives 

more articles within a 10 minute period than expected. Figure 8 shows the evolution of 

24 hours of news recorded automatically using this technique.  
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Figure 8: Real Time Clustering over a 24 hour period. Each story is represented by a coloured trace plotted 

against time where the magnitude is the number of articles in the cluster i.e. size of story. 

3. News Visualisation 

Information overload is a growing problem for OSINT analysts. Consequently, 

research focuses on techniques to visualize a summary of textual information. 

Information extraction techniques, entity tracking and event extraction are described in 

other papers in this book. Here we concentrate on techniques for visualizing news 

overviews and social networks based on relation extraction. 

Figure 9: Social network based on relation extraction for David Cameron 
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News Maps [14] are intended to show country hot spots for thematic news in 

analogy to weather maps. They display the relative media reporting for a given time 

period for all countries of the world. In the case of EMM they are driven by statistical 

correlation data recorded by the EMM alert system. Such statistical data can be used to 

derive normalised indicators which “measure” the relative media coverage for a given 

topic and a given country. This technique has been applied to detect so-called 

“forgotten crises” [15] which are countries with humanitarian needs arising from 

famine or conflict, but under-reported in the world’s media. An analysis of such 

forgotten crises forms one of the bases for planning the yearly aid budget of the EU 

office for humanitarian aid.  

Entity extraction is a well developed technique and has been applied to EMM [16]. 

The statistical co-occurrence of entities in texts can then be used to derive social 

networks. Relation extraction goes further and identifies phrase patterns linking two 

entities in a sentence [17]. EMM has studied three relations so far: contact (met, 

phoned, etc), support, criticize and family. Figure 9 shows such a derived social 

network. 

4. OSINT Suite 

Key elements of EMM have been combined into a standalone Java application for web 

mining.  Case Management, Site monitoring, text extraction and entity extraction tools 

are packaged in a visual interface. A case consists of documents retrieved through 

Google searches, or from crawling specific sites and a database of extracted linked 

entities. The information retrieval components are an adaptation of the scraper/grabber 

from EMM and the information extraction component uses the named entity 

recognition tools from News Explorer. Finally an interactive link analysis tool 

visualizes identified relationships. 

Figure 10: OSINT Suite user interface 
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5. Conclusions 

Open Source Intelligence is a growing field with important applications in the security 

domain. Security services, law enforcement and military intelligence rely on open 

sources in addition to traditional classified sources. The internet now dominates 

information sources and the spread of global news, rumour and propaganda requires 

sophisticated monitoring techniques. This paper has focused mainly on the current 

awareness tools for on-line media monitoring as implemented by the Europe Media 

Monitor.  The author would like to acknowledge the EMM development team and in 

particular the contributions of Erik van der Goot, Flavio Fuart, Ralf Steinberger, 

Teofilo Garcia, David Horby, Bruno Pouliquen, Hristo Tanev and Jakub Piskorsky. The 

satellite image analysis results are from Martino Pasereri and his group at JRC. 
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Abstract. This chapter focuses on the study and development of recently 
introduced new measures, theories, mathematical models and algorithms to 
support the detection of core members in terrorist networks.  Specific techniques 
and tools are described to demonstrate their applicability to the area. 
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1. Introduction 

The events of 9/11 instantly changed American perceptions of the words “terrorist” and 
“network”, and the United States and other countries rapidly started to gear up to fight 
a new kind of war against a new kind of enemy.  In conventional warfare, conducted in 
specific locations, it was important to understand the terrain in which the battles will be 
fought.  In the war against terror, there is no specific location.  After 9/11, we know 
that the battleground can be anywhere.  It is now clear after 9/11 that the terrorists’ 
power base is not geographic; rather, they operate in networks, with members 
distributed across the globe.  To fight such an enemy, we need to understand the new 
“terrain”: networks—how they are constructed and how they operate.  

Advanced and emerging information technologies like investigative data mining 
offer key assets in confronting a secretive, asymmetric networked enemy.   
Investigative data mining (IDM) is a powerful tool for intelligence and law 
enforcement agencies fighting against terrorism [1].  Investigative data mining is a 
combination of data mining and subject-based automated data analysis techniques. 
Actually data mining has a relatively narrow meaning: the approach which uses 
algorithms to discover predictive patterns in datasets.  Subject-based automated data 
analysis applies models to data to predict behaviour, assess risk, determine associations 
or perform other types of analysis [2].    

How can we mine terrorist networks? Traditional methods of machine learning and 
data mining, taking a random sample of homogeneous objects from a single relation as 
input, may not be appropriate.  The data comprising terrorist networks tend to be 
heterogeneous, multi-relational and semi-structured.  IDM embodies descriptive and 
predictive modeling.  By considering links (relationships between the objects), more 
information is made available to the mining process.  Mathematical methods used in 
our research on IDM [1] [2][3] [4] are clearly relevant to law enforcement intelligence 
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work and may provide tools to discover terrorist networks in their planning phase and 
thereby prevent terrorist acts and other large-scale crimes from being carried out.  
Relevant patterns to investigate include connections between actors (meetings, 
messages), activities of the involved actors (specialized training, purchasing of 
equipment) and information gathering (time tables, visiting sites). 

Investigative Data Mining (IDM) offers the ability to firstly map a covert cell, and 
to secondly measure the specific structural and interactional criteria of such a cell.  This 
framework aims to connect the dots between individuals and “map and measure 
complex, covert, human groups and organizations”. The method focuses on uncovering 
the patterning of people’s interaction, and correctly interpreting these networks assists 
“in predicting behavior and decision-making within the network”.  IDM borrows social 
network analysis (SNA) and graph theory techniques for connecting the dots; our goal 
is to propose mathematical methods for destabilizing terrorist networks after linking the 
connections between them. 

In investigative data mining, a number of variations exist in the literature. One is 
known as link analysis (see for example [5] [6]). Link analysis research uses search and 
probabilistic approaches to find structural characteristics in the network such as hubs, 
gatekeepers, pulse-takers [7], or identifying potential relationships for relational data 
mining. Link analysis alone is insufficient as it looks at one side of the coin and ignores 
complex nonlinear relationships that may exist between the attributes. Another 
approach depends purely on visualization, such as NetMap [8]. Unfortunately, these 
tools that depend on visualization alone - despite being useful to provide some insight - 
are insufficient and rely on the user to carry out many tedious and time consuming 
tasks, many of which could be automated. 

In addition to the previous discussion, most of the work on link analysis or 
network visualization ignores the construction of the hidden hierarchy of covert 
networks. Uncovering a relationship among or within attributes (connecting the dots) is 
an important step, but in many domains it is more important to understand how this 
relationship evolved. Hence, understanding network dynamics and evolution is needed 
to complete the picture. Once we understand the dynamics and evolution of these 
relationships and construct the hidden hierarchy, we can search for ways to disconnect 
the dots if and when needed.  This brings about several new tasks: 
(i) Subgroup detection (ii) Object classification (iii) Object dependence (iv) Detecting 
hidden hierarchy (v) Understanding topological characteristics.   
        In this chapter, we study techniques to detect core members in terrorist networks.  
Our goal is to understand the structure of these networks in order to assist law 
enforcement agencies for disrupting them. 

In the remainder of this chapter, Section 2 discusses studies on detection of core 
members.  In Section 3, we present our data collection methods and an overview of 
terrorist network research.  In Section 4, we report and discuss our findings from the 
analysis using a case study.  Section 5 concludes the chapter with the an examination of 
the implications of this research and future research directions. 

2. Techniques for Detecting Core Members 

In this Section we discuss various techniques to detect the core members in terrorist 
networks. 
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2.1. Subgroup Detection 

One of the most common interests in analyzing terrorist networks is the search for the 
substructures that may be present in the network.  Subgroups are subsets of actors 
among whom there are relatively strong, direct, intense, frequent, or positive ties.  In 
this chapter, we use a bottom-up approach for the detection of subgroups [9]. 
   This approach begins with basic groups, and seeks to see how far this kind of close 
relationship can be extended.  The notion is to build outward from single ties to 
construct the network.  The substructures that can be identified by bottom-up 
approaches include cliques, n-cliques, n-clans and k-plexes.  We discuss each concept 
briefly: 

A clique is defined as a maximal sub-graph in which every member of the graph is 
connected to every other member of the graph.  Every member is connected to n-1 
others and the distance between every pair is 1. In practice, complete cliques are not 
very useful.  They tend to overlap heavily and are limited in their size. Extensions of 
this idea include: 

n-clique is a sub-graph in which  Every person is connected by a path of length n
or less. 

n-clan is a sub-graph like as an n-clique, but all paths must be contained  inside the 
group. 

k-plex is a sub-graph in which every member connected to at least n-k other people 
in the graph (recall in a clique everyone is connected to n-1, so this relaxes that 
condition.  For further details refer [9]. 

2.2. Object Classification 

In traditional classification methods, objects are classified on the attributes that 
describe them.  A particular important challenge is to classify in a large network those 
individuals who play key roles—such as leaders, facilitators, communications “go 
betweens”, and so on.   To understand the calculations used to single out the core 
members in a network, we need to discuss some measures of object classification [10]: 

2.2.1. Degree Centrality 

A basic measure [19]of social network analysis that turns out to be important in IDM is 
the degree of a node—that is, the number of other nodes directly connected to it by 
edges/ links.  In a graph (network) describing a terrorist network, nodes of high degree 
represent “well connected” people, often leaders.   

2.2.2. Closeness Centrality 

This measure [19] indicates for each node how close it is to other nodes in a graph.                    
Analysts consider this measure a good indication of how rapidly information can 
spread through a network from one node to others.  This measure relates to the 
closeness or the distance between nodes.  A core member (central actor) can reach 
other actors through a minimum number of intermediary positions and is therefore 
dependent on fewer intermediary positions than a peripheral actor. 
        Suppose a terrorist organization wants to establish a new camp, for example, a 
human bomb training camp, such that the total distance to all persons interested to kill 
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themselves, for a cause, in the region is minimal.  This makes travelling to the camp as 
convenient as possible for most people who are living in that region and are willing to 
be used for human bombs in the near future. 

2.2.3. Betweenness Centrality 

The measure [19] gives each node a score that reflects its role as a stepping-stone along 
geodesic (shortest) paths between other pairs of nodes.  The idea is that if a geodesic 
path from node A to node B (there may be more than one) goes through node C, then 
node C gains potential importance.  Such nodes—or people they represent in a terrorist 
network—can have important roles in providing connections (for example, facilitating 
communications) between sets of nodes that otherwise have few other connections, or 
perhaps no other connections.
       This measure explores an actor’s ability (say for example, node C) to be 
“irreplaceable” in the communication of two random actors (say for example, nodes A 
and B).  It is of particular interest in the study of destabilizing terrorists by network 
attacks, because at any given time the removal of maximum betweenness actor seems 
to cause maximum damage in terms of connectivity and average distance in a network. 

2.2.4. Efficiency Centrality 

Terrorist networks can be understood from a point of view of efficiency, i.e., the 
efficiency into propagation across the network.  The network efficiency [20] E (G) is a 
measure to quantify how efficiently the nodes of a network exchange information.   

2.2.5. Position Role Centrality 

This centrality is a newly introduced measure [10] which highlights a clear distinction 
between followers and gatekeepers.  It depends on the basic definition of efficiency as 
discussed above.  The efficiency of a network in the presence of followers is low, in 
comparison to their absence in the network.  This is because followers are usually less 
connected nodes and their presence increases the number of low connected nodes in a 
network, thus decreasing its efficiency 

2.2.6. Dependence Centrality 

This measure [17] represents how much a node is dependent on other nodes in a 
network.  Consider a network representing a symmetrical relation, “communicates 
with” for a set of nodes.  When a pair of nodes (say, u and v) is linked by an edge so 
that they can communicate directly without intermediaries, they are said to be adjacent. 
Suppose a  set of edges links two or more nodes (u, v, w) such that u would like to 
communicate with w, using node v.  The number of time node u uses node v to reach 
node w along a shortest path can be compared to the overall number of shortest paths 
between them to measure the dependence of node u on node v to communicate with 
node w.  There can, of course, be more than one geodesic, linking any pair of nodes.  
This measure can be thought of an index of the degree to which a particular terrorist 
must depend upon a specific other – as a relayer of messages – in communicating with 
all others in a network.   
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2.3. Detecting Hidden Hierarchy 

Terrorist networks are known as horizontal networks, i.e., they are different than 
organizational networks which are known as vertical networks.  Detecting hidden 
hierarchy from terrorist networks is a novel contribution of our research.  Discovering 
hierarchy [16] from a terrorist network is a process of comparing different centrality 
values of different nodes to identify which node is more powerful, influential or worthy 
to neutralize than others.

From the above definition, it is clear that we may use different centrality measures 
for finding a corresponding hierarchical view of a terrorist network. Similarly these 
measures can be used to build hierarchies to detect an organizational view of a 
corresponding terrorist network/ organization.   Currently, experts have agreed that real 
destabilization is about isolating leaders from enough followers, thus disabling them 
from executing any terrorism plans. This idea has certainly been a central motive for 
investigative tools. 

2.4. Understanding Topological Properties 

Understanding the structure of a terrorist network is very important before applying 
techniques to destabilize and disrupt the network [11, 12].  If we have good knowledge 
of a terrorist network today then it will not be operational tomorrow. In the literature 
concerning network theory, some measures for understanding topological properties of 
networks are available [12].  We discuss in brief: 

2.4.1. Clustering Coefficient 

A network shows clustering if the probability of a pair of nodes being adjacent is 
higher when the two nodes have a common neighbor. The clustering coefficient of a 
network is defined as the average probability that two neighbors of a given node are 
adjacent. 

2.4.2. Average Path Length 

The distance between two nodes is defined as the number of edges along the shortest 
path connecting them.  The average path length is a measure of how scattered a 
network is.   

2.4.3. Degree Distribution 

This measure shows the probability distribution of degrees in a network.  The degree 
distribution is a function describing the total number of nodes in a network with a given 
degree. 

3. Network Research and Terrorism 

After the attacks of 9/11, the academic world has increased the attention paid to 
network research for terrorism as a result of public interest.  The network analysis of 
terrorist organizations can be divided into two classes: the data collectors and data 
modelers.   
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3.1. Data Collectors 

Data collection is difficult for any network analysis because it is difficult to create a 
complete network.  It is not easy to gain information on terrorist networks.  It is a fact 
that terrorist organizations do not provide information on their members and the 
government rarely allows researchers to use their intelligence data [10].  A number of 
academic researchers focus primarily on data collection on terrorist organizations, 
analyzing the information through description and straightforward modeling. 

By harvesting terrorist information from Web [13], we have also developed a large 
knowledge base of terrorist attacks that occurred in the past.  The focus of the 
knowledge base we have developed is the agglomeration of publicly available data and 
the integration of the knowledge base with an investigative data mining software 
prototype. The main objective is to investigate and analyze terrorist networks to find 
hidden relations and groups, prune datasets to locate regions of interest, find key 
players, characterize the structure, trace a point of vulnerability, detect the efficiency of 
a network and to discover the hidden hierarchy of non-hierarchical networks.  

3.2. Data Modelers 

Complex models have been created that offer insights into theoretical terrorist networks 
and looked at how to model the shape of a terrorist network when little information is 
known through predictive modeling techniques based on inherent network structures.   

A common problem for the modelers is the issue of data.  Any academic work is 
only as good as the data, no matter the type of advanced methods used.  Modelers often 
do not have the best data upon which it is based, as they have not collected individual 
biographies as was done in [21] and do not have access to classified data.  Many of the 
models were created data-free or without complete data, and do not fully consider 
human and data limitations [10]. 
On the other hand, in our research we developed mathematical models for further 
analysis of terrorist networks [10].  These models are implemented in a software 
prototype, iMiner, which is integrated with a knowledge-base for terrorist events that 
have occurred in the past.  

4. Case Study 

Figure 1 shows an example of a terrorist network, which maps the links between 
terrorists involved in the tragic events of September 11, 2001. This graph was 
constructed by Valdis Krebs [14] using the public data that were available before, but 
collected after the event. Even though the information mapped in this network is by no 
means complete, its analysis may still provide valuable insights into the structure of a 
terrorist organization. This graph is constructed based on original and adding metadata. 

According to Krebs [14] analysis, this network had 62 members in total, of which 
19 were kidnapers, and 43 were assistants: organizers, couriers, financiers, scouts, 
representatives, coordinators, counterfeiters, etc.  Allen [15] found that successfully 
functioning large networks typically comprise 25-80 members, with an optimal size 
between 45 and 50.  A close match exists between the results of Allen’s analysis of 
collaborating networked groups and this particular example of a terrorist group. 

N. Memon and D.L. Hicks / Detecting Core Members in Terrorist Networks: A Case Study350



Figure 1: 9/11 Terrorists Network 

The results of the measures discussed in Section 2 of this chapter are discussed: 

4.1. Subgroup Detection 

In this case study we discuss the use of the four concepts: cliques, n-cliques, n-clans, 
and k-plex. The dataset, which describes the network from Figure 1, has been analyzed 
for the presence of each them substructure types. The statistics from the results are 
listed in Table 1.  

Each node represents a specific person from the dataset, so the number of nodes 
should be the same for all concepts. Each substructure concept generated a different 
number of groups: for example, the n-clan concept generates 22 groups while the k-
plex concept generates 493 groups. The n-clique concept generates 38 groups and the 
clique concept generates 41 groups. For each of the concepts the maximum size and 
minimum size of a group has also been collected and shown in Table 1.  The statistics 
indicate that even with a relatively small dataset a huge number of groups could be 
generated. The groups generated are analyzed, in order to identify the best candidate 
nodes for destabilizing the specific network.  

Table 1. Statistics from the results 

 Groups’ 
Total 

Number 

Groups’ Maximum Size Groups’ 
Minimum  

Size

Clique 41 6 3

N-Clique 38 23 5 
N-Clan 22 23 5 
K-Plex 493 7 3 
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Figure 2 shows how many groups each member participates in, using respectively 
the clique, n-clique, n-clan and k-plex concepts. As we can see some of the members 
participate in many groups while other members participate in few groups. We say that 
a member that participates in many groups, compared to the total number of groups, 
has a high participation index, while a member that participates in few groups, 
compared to the total number of groups has a low participation index.   The 
participation index is defined as participation of a particular member in different the 
groups generated by the various concepts of subgroup detection. 
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Figure 2: The participation of the members of the 9/11 terrorists network in various 
groups using the concepts Clique, n-clique, n-clan and k-plex. 

For example, consider the member Mohamed Atta (node 33) in the matrix 
generated using the k-plex concept, has participated in 230 groups and the total number 
of groups is 493. This gives a participation index equal to 230/493, approximately 0.5. 
If the participation index is closer to 1, it means that member has participated in most 
of the groups, and if the participation index is closer to 0, it means that the member’s 
participation is negligible.  From the variation seen in the participation index we 
conclude that the choice of concept has an important influence on the participation 
index. It seems like using the concepts n-clique and n-clan results in higher 
participation indices, while the concepts clique and k-plex results in lower participation 
indices.  

The three members described in Table 2, can roughly be seen as a picture of 
archetypes or roles in the network. In most cases a member is not 100 percent an 
archetype, but a combination of the three types. What type a member will match best in 
a specific situation will also be dependent on other factors, e.g. the phase of the 
operation being conducted by the network.  

Table 2: Participation Index  

Member 33 Member 37 Member 55 

Clique 0.293 0 0.098 

N-Clique 0.947 0.026 0.553 
N-Clan 0.909 0.045 0.455 
K-Plex 0.467 0.008 0.152 
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The archetypes are named brokers (gatekeeper, representative or coordinator), 
leaders and followers. Brokers encompass members working with logistics, 
communications, etc. Leaders encompass leaders at all levels, using military terms this 
means officers. Followers encompass the members that can be compared to the infantry 
in military terms. 

4.2. Object Classification 

Inspection of this network by standard measures of network structure reveals firstly its 
low connectedness.  A member of this network holds only 4.9 connections with other 
members on average (also known as degree centrality), which means that average 
members were rather isolated from the rest of the network.  The density (which is 
defined as the number of actual links divided by the number of possible links) of this 
network is only 0.08, meaning that only 8% of all possible connections in the network 
exist.   

In spite of low connectedness, however, the nodes of this network are relatively 
close.  The average closeness of nodes is 0.35.  Betweenness as stated above is another 
important measure in SNA and it indicates a node’s importance for communication 
among other nodes.   The average betweenness of this network is 0.032, indicating 
relatively high average redundancy.  However the betweenness of 40 nodes is in fact 
less than 1% and only 6 nodes have betweenness higher than 10%.  These 6 nodes are 
critical for information flow, especially one in particular with a betweenness of almost 
0.589, meaning that almost 60% of communication paths among other nodes pass 
through this central node.  The node represents Mohamed Atta (node # 33); the leading 
organizer of the attack whose central position in the network is confirmed by other 
centrality indicators as well (For further details see Figure 3). 

Figure 3:  Terrorist Network’s Neighbourhood  

We applied the above mentioned measures (described in subsection 2.2.4-2.25) in 
the network of terrorists involved in September 11, 2001 (as shown in Figure 1).  The 
results are depicted in Figure 4.  The results show node 33 (Mohamed Atta) as a key 
player in the plot.  The position role centrality of this node is higher than all nodes 
which indicates that this node played an important role in the plot and worked as 
gatekeeper; and when this node is removed the efficiency of the graph is decreases 
from 0.395 to 0.32.  This clearly identifies the importance of this node in the network.   
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Figure 4: The efficiency of the original network E (G) = 0.395.  The removed node is 
shown on x-axis. The efficiency of the graph once the node is removed is shown as E

(G – vi). The newly introduced measure position role centrality is shown as C(pr). 
        
By examining the 9/11 network, we found that the dependence centrality of the node 
33 is very low, showing that this person was not depending on the other members of 
the network.  But most of the network members are depending on this node.  This is 
clearly an indication of the importance of node 33 in the network. 

4.3. Detecting Hidden Hierarchy 

Using the algorithms for detecting hidden hierarchy [16] of non-hierarchical terrorist 
networks, we tested the network of terrorists involved in the 9/11 tragic events and the 
results are depicted in Figure 5.  Node 33 is found as the commanding authority in the 
network and shows that the results achieved are in excellent agreement to reality.   

Figure 5: Hidden Hierarchy in 9/11 network. 

4.4. Understanding Topological Properties 

We found that members in the 9/11 terrorist network are extremely close to their 
leaders. The terrorists in the network are on average only 1.79 steps away from 
Mohamed Atta, meaning that Mohamed Atta’s command can reach an arbitrary 
member through only two mediators (approximately). Despite its small size (62), the 
average path length is 3.01, Information flows quicker, with less distortion, and 
Mohamed Atta is more involved.  The other small-world topology characteristic, a high 
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clustering coefficient, is also present in this network. The clustering coefficient of this 
network is 0.49, significantly high.   

In addition, this network is a scale-free system, i.e., the degree distribution decays 
much more slowly for small degrees than for that of other types of networks, indicating 
a higher frequency for small degrees. 

The distribution of degrees of nodes is particularly interesting.  Degrees of nodes 
are exponentially distributed: the degree of most of the nodes is small, while few nodes 
have high degree (see Figure 6).  This property characterises the so called scale free 
networks [11].  Scale free networks form spontaneously, without needing a particular 
plan or interventions of central authority.  Nodes that are members of the network for a 
longer time, that are better connected with other nodes, and that are more significant for 
a functioning network, are also more visible to new members, so that the new members 
spontaneously connect more readily to such nodes than other, relatively marginal ones. 
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Figure 6.  Distribution of degree of nodes in 9/11 network 

On the pattern of scale free networks, the Al Qaeda’s Training Manual (2001) [18] 
states: “The cell or cluster methods should be organized in a way that a group is 
composed of many cells whose members do not know each other, so that if a cell 
member is caught, other cells would not be affected, and work would proceed 
normally”.  

5. Conclusion and Future Recommendations 

This chapter sought to describe new theories and measures for detecting core members 
in terrorist networks.  The measures could be useful for law enforcement agencies to 
disrupt the effective operation and growth of these networks or destroy some terrorist 
cells entirely.  Although these adversaries can be affected in a number of ways, this 
chapter focuses upon capturing/ eradicating a terrorist network’s most influential 
persons or finding susceptible points of entry and conveying information or influence 
that contribute to winning the war against terrorism.   
        There remain a number of research opportunities in this new area of intelligence 
and security informatics.  An important is the refinement in the measures we presented 
in this chapter to detect different roles in terrorist networks.  Also we would like to 
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continue research on the evolution of network structure.  It would be interesting to 
compare structure of multiple terrorist networks to see how they evolve over time. 
       As mentioned in this chapter we have developed a large knowledge base of 
terrorist networks by harvesting Web.  We are interested to extend this work and to 
construct a fuzzy knowledge base.  Semantic Web languages can be considered for this 
purpose.  The metadata used in homeland security projects are fuzzy by nature, 
therefore the semantic web could be appropriate for representing fuzzy data.    
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Abstract. The paper gives an overview of GPS and radio interface based 

geolocalisation techniques for cellular telephone networks, including the E911 and 

E112 initiatives, Location Based Services, and law enforcement/security 

applications. An example of localisation using the Database Correlation Method is 

also presented.
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Introduction 

While a fixed line telephone can always be associated with a street address, cellphones 

may be used anywhere: indoors or outdoors; in public transport; in a crowd or alone; on 

top of a building, or in a parking garage. There is significant interest today in 

technologies which allow associating a position to cellphones as well, by inserting 

location-specific fields into Call Detail Record, CDR, of a cellphone communications. 

Currently, a precision of several tens of meters is possible outdoors, and while indoor 

cellphone localisation is still in the research stages, accuracy of a few meters is 

probably a good guess for what is achievable there. 

In section 1, we outline the different motivations for cellphone localisation. In 

section 2, after a brief review of how cellphones work, an overview of cellphone 

localisation techniques is given. An example of the use of the Database Correlation 

method using machine learning techniques is presented in section 3, and a brief 

conclusion in section 4.    

1. Why Localise Cellphones?  

1.1. Emergency Services 

The initial motivation for localisation was legislation requiring cellular network 

operators to provide approximate positions of cellphone users in emergency situations. 

The E911 mandate launched in the US in 1999 requires a localisation precision of at 

least 50m for 67% of calls or 150m for 95% using mobile-based localisation. In 2003, 

the similar E112 initiative was launched in Europe. E911 and E122 require operators, 
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when requested by emergency services, to add a field to call detail records (CDR) 

permitting to localise the user [1]. 

1.2. Location Based Services 

Operators soon learned that the localisation capability required for emergency services 

could also be exploited to provide chargeable Location Bases Services, LBS [1] to their 

clients. Examples are push advertising, in which the mobile handset receives 

unsolicited information on nearby commercial activities (sale, grand opening, etc.); 

navigation information, in which the user may request directions to nearby locations or 

relevant public transport schedules; and social and family services such as a map of 

current positions of friends or family members, and dating systems.    

1.3. Health Care and Family Security 

As people live longer, there is greater interest in novel health care and person 

monitoring systems. Tracking of persons with Alzheimer’s disease is a good example. 

Cellphone localisation can address these problems by providing localisation 

information for persons of interest. Outdoors, this usually takes the form of place 

monitoring, that is, assuring that the person in question is in one of the places that he or 

she is known to frequent. Though still experimental, indoor monitoring should also be 

possible, for example to set an alarm if a person remains in the same place for an 

unusually long time, or exhibits other non-habitual patterns of movement. 

1.4. Customer Behaviour Monitoring 

Some operators provide location based billing, allowing customers to enjoy a reduced 

rate when telephoning from a restricted set of “local” places (home, workplace, etc.) 

and slightly higher rates in les frequented places, providing an overall savings. It is also 

possible, for clients who authorize it, for the operator to monitor customer movement 

and correlate this with other factors for evaluation purposes, perhaps with a view 

toward developing additional new services. Finally, a sudden change in a user’s 

movement habits could be a possible signal of subscription fraud.  

1.5. Law Enforcement and Forensics 

Subscription fraud, or illegally sold telecommunications services, is estimated to cost 

the telecommunications industry $35 billion annually, and as such touches law 

enforcement agencies in a very real way. Localisation can also play a role in tracking 

persons or vehicles in cases of kidnapping or other serious crimes. In addition, the use 

of cellphones in certain areas, such as government installations or prisons, is restricted, 

and localisation can help determine if unauthorized persons are using 

radiocommunication devices from such area.  
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It has become common in recent years to use forensic analysis of cellphone call 

records as trial evidence in court cases. Localisation technology can contribute by 

establishing the whereabouts of user at a particular time via the localisation records in 

CDRs of calls made. It is important, in such cases, to be able to accurately specify the 

coverage area of a cell tower, to determine if the caller was “in range.” Propagation 

phenomena such as resurgences can make this difficult, particularly in built-up areas.  

1.6. National and International Security 

Localisation of the user of a cellphone can be of interest in espionage and 

counterespionage. Although this may seem exotic, there was a recent example of 

widespread, illegal tapping of cellular telephones in Greece for apparent espionage 

purposes [2]. There have also been cases of “fake” cellphone towers sending repeated 

authentication requests to idle phones to obtain enough data to crack encryption 

security. Localisation is one tool which can be brought to bear in such cases. In cases 

of suspected terrorist activity, localisation for person tracking is also clearly of interest. 

A recent issue has been the United States National Security Administration’s 

request for huge volumes of CDRs of everyday citizens for national security. The 

European Union’s Data Retention Directive of March 2006 is intended for similar 

purposes. At issue is exactly what information is contained in these files and whether it 

constitutes a violation of individuals’ privacy.  

2. Overview of Cellphone Localisation Techniques 

2.1. Review of How Cellphones Work 

2.1.1. GSM Architecture and Operation 

In order to understand some of the methods that will be subsequently presented, it is 

necessary to have a basic understanding of cellular telephone networks. A functional 

schematic of a GSM network is given in figure 1. The Base Station Subsystem, BSS, is 

comprised of the cell towers, called Base Transceiver Stations or BTS, Base Station 

Controllers, BSC, each of which controls several BTS, and of course the user’s 

cellphone or Mobile Station, MS. The cell in which the MS is currently registered is 

called the Serving Cell, surrounded by its Neighbor Cells. 

Authentication and roaming are handled in the core network by the Home Location 

register, HLR, containing all subscriber information, and the Visitor Location Register 

or VLR, which keeps a record of an MS’s current location. The Mobile Station 

Switching Centers, MSC, each handle several BSCs and serve as the link between the 

BSS and the PSTN, or Public Switched Telephone Network. 
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Figure 1. Functional schematic of a GSM cellular telephone network. 

Localisation can enter the picture in one of two ways. The first is via the 

Operations and Maintenance Center, OMC, which oversees all network operation and 

serves as the entry point for emergency or law enforcement services needing to localise 

a particular MS. The second is through Location Measuring Units, LMU, optional in 

GSM networks, which provide synchronisation and other information to the BSCs to 

facilitate some of the localisation methods which will be discussed below.     

2.1.2. A Word About CDRs 

Call Detail Records, CDR, are a billing mechanism first implemented in fixed line 

communications for keeping track of who called whom and for how long. These 

initially came out of the exchange hardware on a serial port for printing. Today, CDRs 

are stored in databases which are saved for 30-60 days depending on operator 

preference. A baseline CDR consists of: calling and called numbers; channel number 

used; date and timestamp; elapsed time; call failure class if any; and billing amount. 

CDRs in cellular networks contain additional fields due to their additional 

complexity, including additional call setup information, cell tower linked to, etc. In 

addition, cellular operators have the freedom to insert new record types, some of which 

may be proprietary. A major telecom carrier generates hundreds of millions of CDRs 

per day, corresponding to terabytes of data. These new, richer CDR databases can be 

analysed to extract information of different types, including localisation. The CDR files 

must be processed in real time to provide customers immediate access to billing 

information, as well as for law enforcement and security requests. 
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2.2. Cellphone Localisation Methods 

Localisation is an add-on to cellphone systems, which were initially designed only for 

communications purposes. As such, solutions adopted for localisation should to the 

greatest extent possible make use of existing infrastructure or involve only minimal 

upgrades. The addition of LMUs to a GSM network is one example of such an upgrade. 

Solutions should also when possible be reverse compatible with the millions of 

“legacy” phones which may not contain the latest hardware or application software 

versions. The targeted performance for localisation systems, as mentioned earlier, is a 

few meters, whether for indoor or outdoor 

2.2.1. GPS 

It is natural to ask whether GPS is an appropriate technology for cellphone localisation. 

The GPS network consists of 24 satellites intended for terrestrial navigation 

applications, which furnishes a position resolution of about 10m in normal usage and 

less than 1m in differential mode (DGPS). Furthermore, some cellphones already have 

built-in GPS receivers, and the industry trend is for 100% integration using a new 

generation of small, light, low power GPS chips. 

Of course, the great majority of legacy phones do not have GPS, but what is an 

even more serious problem is that GPS satellite coverage is poorly adapted to 

localisation of cellphones carried by pedestrians. Indeed, GPS requires at least 4 

locked-in satellites to function correctly, and for full precision even more may be 

required. “Urban canyon” environments very often do not offer enough visibility to 

lock in 4 satellites, especially in pedestrian scenarios, where the user is on a sidewalk 

close to buildings, enters and leaves indoor spaces frequently, etc. GPS of course does 

not work at all in indoor scenarios, and even when enough satellites are available, lock-

in times are considerably longer when visibility is marginal or variable. At the same 

time, deep urban and indoor environments are of significant interest in emergency 

situations, for person tracking, law enforcement issues, etc. 

2.2.2. Radio Interface Localisation Techniques 

Given that GPS is not currently appropriate for a ubiquitous cellphone localisation 

scheme, it is interesting to examine other techniques, in particular those based on the 

cellular radio interface itself. These can exploit existing digital location-dependent 

network variables such as Cell ID (the ID of the tower serving the call), Received 

Signal Strength (RSS), Timing Advance (TA), etc., or, may make use of characteristics 

of the received electromagnetic signal itself, such as amplitude, frequency, timing, 

direction, etc. 

2.2.2.1. Cell ID 

The simplest method of localising a cellphone is to simply record the position of the 

serving cell tower. In dense urban environments where picocell sizes can be less than 

100m, this can already provide a useful result. However, the maximum GSM cell size 

is 35 km, and, in general, one would like to do better. 

2.2.2.2. Cell ID + TA 

Timing Advance, TA, is a GSM network variable used to account for the round-trip 

propagation time between the MS and the BTS, which, thus, is proportional to the 

distance between transmitter and receiver. Unfortunately, the position resolution of TA 

B. Denby et al. / Geolocalisation in Cellular Telephone Networks 361



is equal to the speed of light times the bit time, c*T
bit

 = 500m, which is rather poor. 

Theoretically, one can do better in spread-spectrum 3G networks where the chip time 

dominates and c*T
chip

 = 35m; however, multipath effects make it impossible to achieve 

this resolution in practice (see section 2.2.2.5). 

2.2.2.3. Triangulation 

Better resolution is possible by measuring the time delay of a cellphone signal received 

at 3 BTS simultaneously, for example with the Observed Time Delay of Arrival (O-

TDOA) and similar methods. The MS position is taken to lie at the point of intersection 

of three circles with radii proportional to the measured delay times. This technique, 

however, requires the BTS to be synchronised, which is not the case in a standard GSM 

network. Synchronisation can be accomplished at the cost of installing LMUs, but the 

technique is unfortunately also susceptible to degradation due to multipath effects, 

which negates much of the advantage gained.  

2.2.2.4. Angle of Arrival 

In AoA, the MS is pinpointed by detecting the angle of arrival of its signal at two BTS. 

To do this, however, requires directional antennas at the BTS, which, again, are not 

part of the GSM norm and would require a costly system upgrade. This technique, as 

with TA and triangulation, is also compromised by multipath effects.  

2.2.2.5. Multipath and Mask Effects 

In urban environments the received signal is a superposition of direct, reflected, and 

diffracted rays, each with its own amplitude, direction, and time delay. In Non-Line of 

Sight (NLOS) situations, which are the norm in urban propagation channels, the direct 

ray is “masked” by an obstacle. Position resolution is then degraded because the 

remaining paths have different delays and angles. Multipath and mask effects are also 

important in indoor propagation channels 

2.2.2.6. Database Correlation Method 

Many research and commercial localisation implementations today use the Database 

Correlation method. The procedure works as follows. In order to always be ready for a 

handover, the GSM norm requires MS to send regular (~1Hz) Network Measurement 

Reports (NMR) to the BTS, containing the signal strengths of the serving cell and the 6 

strongest neighbours. This seven element vector can be interpreted a “fingerprint” of 

the local radio environment. Initially, a database of fingerprints that are position-

labelled using GPS or some other technique is first acquired. Then, to localise a mobile, 

a recent NMR is checked against this database using some machine learning technique 

(k-NN, SVM, etc.). The database correlation method automatically takes into account 

multipath and mask effects. It uses the standard GSM norm and involves no changes to 

handsets or infrastructure.  

For good precision, however, a fine measurement grid is needed, which requires 

trace tools and can be expensive and time-consuming to acquire. One solution is to use 

RSS predictions rather than measurements; however, in addition to giving poorer 

accuracy, this approach requires operator specific information and special expertise and 

software tools. A more promising new approach is the use of semi-supervised 

techniques, in which the amount of labelled data is reduced [3].  

There are also a number of other challenges in using the database correlation 

technique. RSS measurements at a given position follow a Rayleigh distribution, 

making them quite variable. They also vary with meteorological conditions (dry/rain) 

and with the season due to foliage effects. Consequently, it is rare to find exactly the 
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same 7 cell towers in two measurements at a given position, making it necessary to use 

methods which allow for imperfect matches. A database for a big city will contain 

information on thousands of BTS, only a few of which are important at any location. 

Although the method could undoubtedly be improved with the knowledge of cell tower 

locations, the network operator may not want to divulge this information, which, in any 

case, is undoubtedly not constant over time as the system is maintained and upgraded. 

2.2.2.7. Indoor Fingerprint Localisation 

GSM has good indoor penetration to allow calls to be made anywhere inside a building. 

It is clear that as an MS moves about, the absorption of the radio signals from the 

surrounding BTS by surrounding structural elements will depend heavily upon 

position. This, however, is precisely what one wants for an RSS-based localisation 

system. Preliminary studies at our lab (ESPCI) have shown that this phenomenon can 

be exploited to obtain room classification efficiency in an apartment setting 

approaching 100% [4].  

There is currently substantial interest in indoor localisation using fingerprinting in 

WiFi networks as well. As some cellphones can connect to WiFi, universal localisation 

may one day be possible using a single portable device. Home environments will 

normally not contain large numbers of access points; WiFi localisation may thus be 

more of interest in the workplace, in airports, etc. The 2007 International Conference 

on Data Mining sponsored a Data Mining Contest on indoor WiFi localisation using 

fingerprinting [5], in which only 10% of the data was labelled, which encourages the 

use of semi-supervised learning methods.  

2.2.2.8. Hybrid Method: Assisted GPS 

In A-GPS, a GPS-equipped cellphone reporting fewer than 4 visible satellites may 

relay this partial information to a nearby BTS along with an NMR fingerprint. The 

network is able to use additional information to resolve the ambiguity in many cases, 

and subsequently return the correct position information to the mobile in a downlink 

message. Assisted GPS is already under test by some operators. It may furthermore be 

of interested for producing labelled fingerprints for use by other localisation systems.  

3. Example of Localisation Using the Database Correlation Method 

In this section we present an example of the use of the Database Correlation 

method. It should not be interpreted a research result, rather a pedagogic example on a 

real dataset which illustrates the various aspects of the technique. Some 100 km of 

GSM in-car traces were recorded in Paris, France, using the TEMS trace mobile system 

[6]. This represents a total of about 3 hours of talk time over a 5 day period. Data were 

labelled with ground coordinates obtained with a GPS device recorded at the same 

time.  
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Figure 2. Percentage of sites localised versus position error in meters. 

The NMR data were divided into a training set of 4700 elements and 2000 more 

for testing. The objective is to use the knowledge in the training set to predict the GPS 

coordinate of an element in the test set, based upon 7 element RSS vectors of the 

serving cell and 6 strongest neighbouring BTS. The machine learning methods 

explored were nearest neighbour (k-NN), support vector regression (SVR) [7], and 

Gaussian Process. This latter method, described, for example, in [8], is a likelihood-

based approach which assumes the RSS distributions are Gaussian and allows 

imperfect matches to be naturally taken into account via a penalty term. For NN and 

SVR, the problem of imperfect matches was addressed by creating a fixed length input 

vector containing all BTS ID’s encountered in the test set; subsequently, any BTS not 

present in a particular test set element were set to zero. A ten-fold cross validation was 

used for all methods. 

Results are given in figure 2, which shows percentage of sites versus position 

accuracy in meters. The figure shows that even with our rather sparse, ad hoc data set, 

it is not difficult to satisfy the E911 requirements, at least when NN or SVR techniques 

are used. Somewhat surprisingly, Gaussian Process gave much poorer results. Also 

surprising is that the optimum k value for k-NN was found to be k=1, and that SVR 

performs worse than 1-NN at small distances. Clearly it would be desirable to combine 

the classification techniques into a single, optimal classifier.  

4. Conclusion 

Emergency services legislation has obliged cellular network operators to provide 

localisation information for its subscribers. This served as an impetus for most to also 

offer Location Based Services on a paying basis. GPS is only viable for cellular 
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localisation in a restricted set of circumstances; at the same time, many of the radio 

interface based techniques are expensive to implement and are compromised by 

multipath effects. The database correlation method has recently emerged as a high 

performance, easy to implement technique allowing to bypass most of these problems.  
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Abstract
Detection of unknown attacks in network traffic is gaining increasing importance

as modern attacks are characterized by high variabilities and mutation rates. Tra-

ditional signature-based intrusion detection systems (IDS) are not able to detect

unknown attacks due to failing availability of appropriate signatures. We present

an alternative approach based on machine learning techniques which enable auto-

matic construction of profiles for normal packet payloads and detection of devia-

tions thereof. Experimental evaluation of our approach showed a remarkable detec-

tion accuracy at low false positive rates and a major improvement in comparison to

the widely used open-source IDS Snort.

Keywords. Machine learning, Intrusion detection, Anomaly detection

Introduction

Intrusion detection is one of the core computer security technologies. The goal of intru-

sion detection is to identify malicious activity in a stream of monitored data; the latter

can be network traffic, operating system events, log entries, etc. The importance of in-

trusion detection stems from its ability to provide input to reactive security mechanisms

which can provider a better tradeoff between restriction and functionality than currently

prevalent proactive mechanisms such as encryption, authentication, access control, etc.

The majority of current intrusion detection systems (IDS) is based on signatures,

specific pre-defined patterns matching known functionality of attacks. The main limita-

tion of the signature-based approach is its inability to identify novel attacks. Even mi-

nor variations of known exploits using polymorphic obfuscation techniques can evade

signature-based IDS. Besides, a significant administrative overhead is incurred by the

need to maintain extensive signature databases up-to-date.

Machine learning offers a major opportunity to improve quality and to facilitate ad-

ministration of IDS. A significant body of machine learning research has been devoted to

unsupervised learning methods capable of discovering relevant structure in data without

human intervention [e.g. 1, 3, 4, 7, 8]. The main goal of this contribution is to develop

specialized feature extraction and anomaly detection methods suitable for highly accu-

rate detection of novel and unknown attacks. Our main assumption – largely supported

by the presented experiments – is that attacks exhibit anomalous behavior in some fea-

1Corresponding Author: Fraunhofer Institute FIRST.IDA, Kekuléstr. 7, 12489 Berlin, Germany;

E-mail: pavel.laskov@first.fraunhofer.de.
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ture space. Hence they can be recognized by anomaly detection methods provided an

appropriate features space and the notions of anomality are constructed.

We now focus on the two essential components of our approach: feature extraction

and anomaly detection methods. A large body of previous research has concentrated on

features extracted from packet headers, see e.g. [5, 6] and references therein. On the

other hand, most of exploits use legitimate network-level context in order to reach their

victims. The crucial difference lies, however, in the content they are trying to deliver. Due

to this inherent limitation of header-based features, which reflect at most the symptomes

of an attack, we focus on payload-based features initially explored in [14].

The payload of a packet or connection can be viewed as a stream of bytes following

some syntax and bearing some semantics, both defined by an appropriate application-

level protocol. Full recovery of syntax and semantics of a packet payload is, in general,

only possible by a target application. Even partial protocol analysis is usually consid-

ered too slow for high traffic volumes to be processed by a network IDS. Therefore we

limit our analysis to simple language models, such as n-grams and words, for which ef-

ficient analysis algorithms can be developed. A fundamental operation required by most

anomaly detection algorithms is pairwise comparison of events. While this can be easily

done for vectorial data, the definition and the efficient computation of similarity mea-

sures for sequences is far from being trivial. Unlike the previous ad-hoc methods for

comparing packet payloads, e.g. the Mahalanobis distance of byte histograms [14] or the

Bloom filter [13], we develop a systematic approach to payload-based feature extraction

using the embedding of sequences in a vector space, as proposed in [9]. The particular

algorithms are presented in Section 1.

The generality of our approach allows us to apply a wide range of anomaly detection

methods using similarity measures between objects. The key feature of our algorithms

is their unsupervised character, i.e. they learn to discriminate between normal data and

attacks without training on clean data. This feature significantly facilitates deployment

of IDS in practice since no special care must be taken to sanitize the training data. Details

of our algorithms are presented in Section 2.

The effectiveness of the proposed approach combining unsupervised anomaly de-

tection methods and similarity measures over byte sequences is demonstrated on a real

dataset created at our institute by a penetration testing expert. As a sample of our results,

presented in Section 3, we note that quite remarkable detection accuracy of 77–100% at
zero false alarm rate has been observed in our experiments.

1. Feature Extraction

Network traffic, as seen by a network IDS, contains heterogenous information the se-

mantics of which is defined by the appropriate network protocols. The network protocol

stack defined by OSI contains 7 layers, so that upper layer information is encapsulated

within a data frame of a lower layer protocol. The protocol-related control information

is contained either in a fixed-format header (typical for lower layer protocols) or in a

variable-format body (typical for upper layer protocols). This general property of the

network packet structure strongly affects the techniques that are applicable for feature

extraction, as shown in Figure 1.

So called “flat” features, containing a vector of parameters and typical for other

machine learning applications, can be easily computed for packet headers [see 5]. It is,
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Packet: Header Payload

Features:

‘‘flat’’ features raw bytes parsed input ‘‘flat’’ features

Layer 3,4 protocols:
fixed structure

Layer 5,6,7 protocols:
variable structure

Figure 1. Overview of feature extraction in network data.

however, quite difficult to compute flat features for packet payloads, as this would re-

quire extensive expert knowledge of appropriate application layer protocols. On the other

hand, as it was mentioned in the introduction, packet header information is insufficient

for detection of application-specific exploits. Therefore, we focus on the easiest of the

payload-based feature representation in Figure 1, byte sequences.

Given a byte sequence x observed as a payload of a packet2, we consider it as a

sentence generated from some language L over the alphabet A, a set of 256 possible

byte values. The language L is a subset of all possible sequences A∗ generated from

A. The language encapsulates certain prior knowledge about the nature of information

transmitted in a given application layer protocol, e.g. a set of accepted keywords. In the

absence of specific protocol knowledge, one can construct generic languages, e.g. a set of

all sequences of length n (n-grams), or a set of all consecutive symbols between certain

delimiters (a “bag-of-words”).

Given a language L , an equivalent representation of a sequence x in a vector space

can be constructed using a language-specific embedding function φw(x). This function

assigns, for every word w ∈ L found in x, a certain value based on appearance of w in x.

For example, φw(x) can measure the frequency of every word w in x, or simply indicate

whether or not w is present in x. The embedding function maps sequences into an equiv-

alent vector space in which similarity between sequences can be efficiently computed.

As an example for the computation of a similarity measure, consider the Manhattan

distance defined as:

d(x, y) =
∑

w∈L |φw(x) − φw(y)|. (1)

This computation involves an outer loop running over all possible sequences in L and

computing an expression involving the “coordinates” φw(x) and φw(y) of the sequences

x and y. In general, the number of words in L can be exponential or even infinite in

the length of A, however, only a linear number of features is nonzero in any pair of se-

quences. Hence computation can be efficiently carried out provided only nonzero entries

are accessed. This can be done by using specialized data structures, e.g. lexicographi-

cally sorted arrays or suffix trees. The reader is referred to [9] for a detailed description

and evaluation of several suitable data structures and algorithms.

2Alternatively, byte streams of all packets in a connection can be merged into a single byte stream.
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2. Anomaly Detection Methods

The main goal of anomaly detection methods is to detect anomalous events, which can be

instances of previously unknown attacks. Anomaly detection can supplement signature-

based analysis by constructing a model of normal activity and measuring deviations of

incoming events from this model. The goal of machine learning algorithms to be pre-

sented in this section is to efficiently construct and evaluate such models in the presence

of “malicious noise”. Both of these operations can be expressed geometrically by using

pairwise similarities between objects. As an example, Figure 2 depicts three different

geometric models of normality which are covered in detail in the following sections.

(a) QsSVM (b) Qoppa (c) Zeta

Figure 2. Anomaly detection methods using a global hypersphere (QsSVM), local hyperspheres (Qoppa) and

the local neihgborhood (Zeta) of points. Light shading indicates normal and dark shading anomalous regions.

2.1. Quarter-sphere Support Vector Machine

A simple and intuitive geometric model of normality is a global hypersphere centered

at the mass of normal data. Deviation of points from this model is measured by the Eu-

clidean distance from the center of the hypersphere [11]. Figure 2(a) shows the Euclidean

distances as contour lines from the center of mass of a two-dimensional toy data set.

Mathematically this model can be derived from one-class learning methods [3, 12].

For a novel point x and a set of previous points {x1, . . . , xn} the deviation is computed

by the Quarter-sphere Support Vector Machine (QsSVM) defined as

s(x) =

√√√√k(x, x) −
2

n

n∑
i=1

k(x, xi ) +
1

n2

n∑
i, j=1

k(xi , x j ). (2)

Note that (2) is solely formulated in terms of pairwise kernels k(·, ·) between data

points, so that any kernel function over embedded features may be applied for computing

the hypersphere and the distance from its center.

2.2. Qoppa Anomaly Score

Measuring deviation as a distance from a global center is difficult if anomalies are locally

distributed, i.e. outliers are concentrated in small clusters. This problems can be allevi-

ated by considering anomaly detection methods defining a local model of normality.
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A simple model of local normality can be derived from the concept of single linkage

clustering [2] and is obtained by putting local hyperspheres with fixed radius r on all

data points. The deviation of a novel point x is inversely proportional to the number of

previous points {x1, . . . , xn} falling within the radius r from x. It is given by the so called

Qoppa anomaly score

r (x) = − log

n∑
i=1

�r − d(x, xi ) > 0�. (3)

Note that (3) is expressed solely in terms of a distance function d(·, ·), so that any

distance between extracted features may be applied for its computation. The intuition

underlying this geometric model is that benign points often lie in dense areas, so that

several neighboring points fall within the radius r , where for anomalous points only few

neighbors lie within the range of r . Figure 2(b) shows the Qoppa anomaly score for a

two-dimensional toy data set. In comparison to the global hypersphere, the model reflects

distinct groups of benign objects in the data.

2.3. Zeta Anomaly Score

If the normal data is multi-modal, i.e. comprising regions of different density, choosing

a fixed radius a priori may not work well. This problem can be addressed by considering

the local neighborhood of each point x determined by the set of k nearest neighbor

points {nn1(x), . . . , nnk(x)}. Density-independent deviation of a point x from this model

can be calculated by considering the mean distance of x to its neighbors and the mean

distance between the neighbors [8]. It is given by the Zeta anomaly score

ζk(x) =
1

k

k∑
i=1

d(x, nni (x)) −
1

k2

k∑
i, j=1

d(nni (x), nn j (x)). (4)

The first term emphasizes points that lie far away from its neighbors, whereas the

second term discounts abnormality of points in wide neighborhood regions. Figure 2(c)

depicts Zeta anomaly scores for a two-dimensional toy data set using contour lines. Note

that the sparse region in the lower right of Figure 2(c) corresponds to benign objects in

comparison to the other models of normality given in Figures 2(a) and (b).

3. Experiments

3.1. Experimental Setup

Experiments were conducted on the PESIM 2005 dataset, which has been used in previ-

ous research [see 8, 9]. The dataset was recorded at our laboratory and comprises normal

network traffic of HTTP, FTP and SMTP protocols. Attacks were injected by a security

expert using penetration testing tools such as the Metasploit framework.

The feature extraction and anomaly detection methods are evaluated on randomly

sampled mixtures of unseen normal and attack data containing 2% to 14% malicious
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Table 1. Best configuration of similarity measure and anomaly detection method for n-gram features.

Protocol Similarity Measure Anomaly Detection AUC0.01

HTTP Geodesic distance (freq.) Zeta 0.8520

FTP Linear kernel (freq.) QsSVM 0.8653

SMTP Linear kernel (freq.) QsSVM 1.0000

Table 2. Best configuration of similarity measure and anomaly detection method for word features.

Protocol Similarity Measure Anomaly Detection AUC0.01

HTTP Kulczynski coefficient (bin.) Qoppa 0.8406

FTP Kulczynski coefficient (bin.) Qoppa 0.8239

SMTP Linear kernel (freq.) QsSVM 1.0000

connections. No explicit learning involving labeled attacks is performed. As some al-

gorithms require certain parameters to be set, we precede the evaluation with a valida-

tion stage, at which the best parameters are automatically selected based on independent

samples of our datasets.

As evaluation criterion for the experiments we choose the area under the ROC curve
denoted as AUC0.01, which integrates true-positive rates over the fixed interval [0,0.01] of

false-positive rates. For statistical significance the results for all experiments are averaged

over 30 validation/evaluation runs on randomly drawn samples each comprising 1,000

connections.

3.2. Experiment 1: Best Configuration

The feature extraction techniques and similarity measures introduced in Section 1 induce

different geometric properties of embedded objects which are explored in different ways

by unsupervised anomaly detection methods. Hence, as a first step, we need to roughly

establish what configuration of similarity measures and anomaly detection methods per-

form best on features extracted from network payloads.

We restrict this evaluation to the language models of n-grams and words. To avoid

fixing an n-gram length a priori, we construct a combined anomaly detector computing

the highest anomaly value for multiple n-gram models with n ranging from 1 to 7. As the

considered network protocols are all text-based we define the following set of delimiter

symbols for the word features:

CR LF TAB SPC , . : / & ? = ( ) [ ]

Table 1 lists the best configuration for n-gram features on network payloads and Ta-

ble 2 the best configurations for word features. For all network protocol an AUC0.01 value

over 0.82 is obtained, which indicates the high precision achieved by the anomaly de-

tection methods at low false-positive rates – even though unseen attacks were present in

the learning data. Different configurations of similarity measures and anomaly detection

methods perform best on each network protocol, e.g. for SMTP the QsSVM yields per-

fect detection performance on n-gram and word features, while for HTTP Zeta (n-gram

features) and Qoppa (word features) provide the highest detection accuracy.
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3.3. Experiment 2: Detection Performance

We now compare the detection performance achieved by machine learning techniques

from the previous experiment against the open-source IDS Snort [10] (Snort version

2.4.2, released on 09/2005 and configured with the default rules). Figure 3 depicts ROC

curves for the best n-gram and word feature configuration as well as Snort on HTTP, FTP

and SMTP traffic of the PESIM 2005 dataset.
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Figure 3. ROC curves for best configuration of n-gram and word features vs. Snort IDS

Both anomaly detection methods significantly outperform Snort reaching an accu-

racy between 77%-100% with no false-positives. The word-based detector is slightly less

accurate on the FTP protocol than the detector combining multiple n-gram lengths, how-

ever, the marginal decrease in accuracy can be considered acceptable in comparison to

the n times smaller computational load.

The inferior accuracy of Snort – especially for the HTTP and SMTP protocol – is

surprising provided that most attacks of the PESIM 2005 data set were known months

before the release date of the Snort distribution. This result confirms a misgiving that

signature-based IDS may fail to discover “fresh” attacks despite a major effort in the

security community to maintain up-to-date signature repositories.

4. Conclusions

The main contribution of the paper is the framework for detection of unknown attacks in

network traffic using unsupervised machine learning techniques. Our approach is based

on (a) embedding of byte streams from network packets in a high-dimensional vector

space induced by some pre-defined language and (b) constructing models of normal ac-

tivity using similarity measures between byte sequences. The main advantage of this ap-

proach over the traditional signature-based network IDS is its ability to reliably detect

previously unseen exploits without training on clean network data – a feature of major

importance due to increasing variability and mutability of modern exploits.

The experiments carried out on a real dataset created by a penetration testing ex-

pert showed a remarkable accuracy of 77–100% at zero false-positive rate. This consti-

tutes not only a major improvement over the de-facto standart Snort IDS, but provides a

proof of concept for a wider application of anomaly-based intrusion detection systems.

In particular, we can envision that many security-related applications, e.g. malware anal-

ysis, compromise detection and Internet early warning, can significantly benefit from the

deployment of machine learning techniques.
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